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Introduction

These is my compilation of notes from Chien-I Chiang’s Spring 2025 iteration of Physics 110B, a second course in electromagnetism
theory. The official textbook is Griffith’s Electrodynamics (5th edition), chapters 8 through 12. While most of the content here can
also be found in Griffiths, the purpose of writing this is to provide a different perspective on the content compared to the book, and
also in some cases to provide a derivation that is perhaps a bit more intuitive and easy to follow. On a more personal level these

notes also serve as a way for me to digitize my notes so that they don’t become lost to time.

Also, I have to thank to Andrew Binder (a former Berkeley student!) for helping me make some of the diagrams in these notes. He

saved me hours that I would have spent googling to make the diagrams as nicely as he did.


https://eecs.berkeley.edu/

1 January 22

To begin, we will start by writing out Maxwell’s equations:

v.E=" (1.1)
€0
V-B=0 (1.2)
V xE=-6,B (1.3)
V x B = poJd + po€eg0:E (1.4)

Along with the Lorentz force law:
F=¢E+vxB)

this is essentially a complete description of electrodynamics! These equations apply regardless of the situation, in vacuum with
sources and also in situations where matter is present. Recall that when we have physical matter present, there are the auxiliary
fields D and H which are easier to work with:

D = ¢(E x p)
B

H=-—_-M
Ho

where p is the polarization with units of dipole moment per volume, and M is the magnetization with units of magnetic dipole

moment per volume. In the case of polarization, recall that it is generated by bound charges, which are given by
Py = -V.P

Because of this distinction, it is sometimes convenient to write the total charge density p in two terms, as p = pp + pf, where py
denotes all the charge except those due to polarization. With this in mind, we can write equation 1.1 as:
1 1 1
V-E=—(ps+p)=—p;r——V-P
€0 €0 €0
Moving the polarization to the left hand side allows us to write:

V- («E+P) = p

The quantity on the left is sometimes represented as D = ¢ E + P, and is generally more useful in the case where we have materials
and P is nonzero. We also have a similar relationship for the magnetization M, where we usually write J, = V X M. This should
make sense, since you can think of a magnet as having small loop currents inside that provide the magnetization. Thus, we can also

write J = J;, + J 5 where J; represents everything except the bound current. Thus, we can now rewrite the Ampere-Maxwell law:

VXxB= Mo(Jb + Jf) + MoeoatE (1.5)
= /i()(V X M) + /J()Jf + MoﬁoatE (1.6)
1
VX (B — M) =J; + €0 E (1.7)
Ho
The quantity on the left is also denoted as H = ﬁB — M. In the case where we also have polarization, there is one further

simplification we can make, since the electric field generated by a polarized object also generates current. To see this, consider a
cylinder with charges +0, and —o}, on both ends, and has a length d¢. Then, we may write:

aI — (dop)(dA)
dt
y_dI _doy _dP
Cdg At dt

So from this, we can conclude that J,, = 0,P, which is sometimes called the polarization current. Because of this, we can now split
J into two more terms, by writing J¢ = J ;+J,,. The orange J ; in this case now represents all the currents except J, and J,.

Now, because we can write g = D — P, 1.7 now becomes:
VXH: +Jp+6tD—Jp: —|—8tD

and this is the form that we generally use in the case where there are materials present.
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In this lecture, we will first begin by discussing the classical continuity equation for charge, then use this equation to develop
equivalent equations for energy and momentum. From a high level standpoint, it is clear that the latter two quantities must also have

an associated continuity equation, since they are also conserved quantities. To begin, let’s start with the equation for conservation

aQ
dt——jévlda (2.1)

of charge:

Because we can write () as a volume integral of the charge density: () = fv p d7, so we can write:

4 pdT:—f J- da
dt Jy oy

We can invoke the divergence theorem to transform the right hand side into a volume integral, and also move the total derivative

inside the integral turning it into a partial derivative:

/@de—/J-da
v ot v

and since these two quantities must be equal at all times, then we arrive at the (local) continuity equation for charge:

dp(r,t)
ot v-J

(2.2)

2.1 Poynting’s Theorem

Recall from 110A that we have the following definition for the Poynting vector:

S = i(E x B) (2.3)
Ho

with units of energy per area per time. Similarly, recall the equations for the energy density stored in the electromagnetic field:

1
UE:§EO|E|2
1
Ug = —|B|?
B 2#0"

These two equations will become relevant later in the lecture. First, let’s establish our goal: because energy is a conserved quantity,
we want to find an equation of the same form as the one above, but for energy. To do this, we begin by considering the force on a
charge dg:

dF = dg(E +v x B)

Then, the power done by the electromagnetic field (work over time) over some volume V is:

dWem
dt

:/(pdT)(E+VXB)-VdT
%

:/pE-VdT

1%

:/J-EdT
%

Now, we use the Ampere-Maxwell equation (eq. 1.4) to rewrite J purely in terms of B and E:

AWy 1
= [ (-(VxB)—qdE) Ed
i = [, (v xBI-om) Bar

1
:/—(VXB)-EdT—/eo(ﬁtE)~EdT
v Ho %




Here, we will do the computation of each term separately, starting with the second term. Notice that it’s actually part of a product
rule, namely J;(E - E), and when we expand the product rule we get two identical terms. Therefore, we can actually rewrite the

second term as:
1 d €0 2
eOE) -Edr=< [ ¢0(E-E)dr=— [ —|E|*dr
v 2 )y dt Jy, 2
Now we deal with the first term. To rewrite this term, it’s useful to use index notation to simplify the math. Review the index

notation from 110A if you need to, but the integrand becomes:
(V X B) -E = Gijk(ajBk)Ei = Gijkaj(BkEi) — €ijkBk(ajEi)
= —Gijkaj(BkEi) - EkijBk(ajEi)
= —€%0;(ByE;) + "' By (0, E;)

Note that the Levi-Civita tensor €/* does not change under cyclic permutations of summation, but changes sign when we perform

a swap of two adjacent indices. Now, the first term gives V - (E x B), and the second term gives B - (V X E). So, the first integral

becomes: . L
—— | V- (ExB)dr+— | B-(VXE)dr
Ho Jy o Jy
Now finally, we can use Faraday’s law (eq. 1.3) to write V X E = —0, B, which in the second term allows you to write it as i IBJ2.
Simultaneously, we use divergence theorem on the first term to write it as a surface integral:
1 1 1 d 1
-—— ¢ (ExB)da+— [ B:-(-9;B)dr=—-— ¢ (ExB) da——/ <|B2> dr
wo Jav po Jy o Jav dt Jy \2p0
Now, we can put this all together:
d 1 d 1
Wem __1 (E x B)da— — (B|2+60|E|2) dr
de to Joy dt Jy \ 20 2
Moving the first term to the left hand side:
dW; d 1 1
™M= <|B|2 + 60E2) dr=——¢ (ExB)da (2.4)
dt dt Jy \ 2p0 2 ro Joy

This final equation known as Poynting’s theorem. Essentially, you can read it as follows:

d 1
di (Eparticle + Eelectric + Emagnetic) = - (E X B) da
¢ Ho Jov

So the left hand side represents the change of energy in the volume V), and the right hand side represents the energy flow through
the surface of the volume V. From this equation, it’s easy to see that S represents the energy flux through the volume V, and

essentially shows us the direction of energy flow around a surface.
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Last lecture, we derived the Poynting theorem, which gave us a continuity equation for energy. Today, our objective will be to
derive a similar continuity equation for momentum. Before we do that however, there are a couple of remarks we should make

about the Poynting vector. From last lecture, we have:

dEparticle + dUEM _ _% ExB da
dt d v Ho

where we established that the left hand side represents the change in energy density over time within the volume V. The right hand

side is the flux integral of the Poynting vector S = i(E x B), which has units of energy per unit time per area.

The first remark we should make is how we should intuitively interpret S. Consider a simple circuit, like the one shown below:



Locally on the bulb, it’s not hard to derive that S points radially inward toward the load (a lightbulb). Because energy is being
expended by the bulb, the energy must come from somewhere, but where is it coming from? Initially it might seem like S tells us
that energy is coming from thin air, but what it’s really saying is that the energy is being taken away from the E and B fields, and

going into the bulb. In particular, the energy flow is as follows:
S — E-field — particles — bulb

Further, if you work out the math you will find that the S field points radially outwards

3.1 Continuity Equation for Momentum

To derive the continuity equation for momentum, we will invoke the same kind of logic we used to arrive at the conservation of
energy equations. First, we will begin with an equation that describes the change in momentum over time, which is incidentally the

equation for force:
dpparticle
dt

:F:/(dq)(E+v < B)
exchanging ¢ in favor of p, this integral becomes:

d Pparticle

= E+JxBd
a /Vp—|-><7'

Now, our goal here will be the same as last lecture: we want to massage this equation into one which has a boundary term and also
a volume term. The former will represent the "flow" of momentum through the surface of V, and the volume term will represent the
momentum stored inside the volume V. To begin, we first invoke Gauss’s law and the Ampere-Maxwell law to rewrite p and J in
terms of E and B:

F'= /[EO(amEm)Ei + ui(v X B); By — eoe”* (0, E;) By] dr
0

A N

_ / €000 B™) B+ ¥, (07 B") By = o (00 B dr
N—— 0 N——

1

3
2

We will deal with these terms separately, starting with the third term. We first rewrite this using the product rule as the difference

of two terms:

/egeijk(atEj)Bk dr = f/eoeijkﬁt(EjBk) — eoeijkEj(é)tBk) dr
Then by Faraday’s law, we have V X E = —0; By, so this allows us to write the second term using another Levi-Civita symbol:
d ijk ijk m ron
T /(eie I"E;By) dr — /606 B (€xmnO™ E™) dT
Now, we have the following identity when we have two Levi-Civita symbols (again, review the index notation if you need to):
€ i, = 04,09 — 61,67,

We then use €gyn = €mnk, and invoke the above rule:
d . o o
T /(eoe”kEjBk) dr — /eo(éﬁné,ﬂl — 65,00 )E;OME™ dr

Finally, this term becomes:

d , o
—E/EOGZJI‘EJB;C dr — /eo[En(azE") — B, (0™EY)] dr



and that’s all we can do with the third term. We’ll deal with the first term next, which is pretty easy. Using the product rule, we get:
/ c0(OmE™)E" dr = / (€00 (E™EY) — ¢gE™0,, E'] dr
Finally, we deal with the second term. We will begin in the same fashion as the previous term, by writing this using product rule:

1 .. 1 ..
- e”kejmn(amB")Bk dr = —— e“kejmn [0"(B"By) — B"(0™By,)] dr

Ho Ho
= fi (8%,6F — %6k ) [0™(B"By) — B™(0™By)] dr
1 . ) . .
= d'0F By, — 9*(B'By,) — B*(0'By) + B (9" By) dr
0

The last term in this integral is V - B, which is always zero. Now, combining all the terms together, we get:

dpi | | | | | | |
% _ / dr {eoam(EmE’) e EM (O E') — Hial(B’“Bk) + Miak(BlBk) + Bu(0"By) — €0En(9°En) + co B (9™ EY)
0 0

- % eoeijkEjBk dr

Moving the time derivative term to the other side, we get:

“particle |, 4 kB, By dr = ff
& T [ o EiBy dr / dr [stuff]

The "stuff" here is everything in the square brackets, and we will simplify this next time. But, notice that there are some things that
are already starting to come out of this equation. Namely, the second term in this equation is €g(E x B) = €S, so this term

represents the momentum carried by the electromagnetic fields. Next time, we will simplify the right hand side into a nicer form.
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Last time, we partially derived the continuity equation, leaving the index jumble on the right side unsolved. We will continue now
by simplifying the right hand side. To begin, let’s write out what we had in the [stuff] term from last time:
. ) . 1 . ) | 1 . . i .
[stuff] = €00 (E™E) — ¢o ™ (0,, E') — —0"(B"By,) + —0"(B'By) + —B*(0'By) — €0 En(0'E™) + €0 F,, (0™ E")
Ho Ho Ho

I’ve color-coded the terms here for clarity. First, we note the following: when two indices are being contracted, as is the case with
€0Fm (0™ EY), switching the upper and lower indices on the m in the E and  terms doesn’t change the value of the summation, so
this is equivalent to eoEm((‘)mEi)1 . In other words, because the m is being contracted here, the two terms colored blue are equal

and cancel each other.

Next, let’s again go back to our goal with this equation. Ultimately, we want to get rid of the non-total derivative terms in this
expression, since we want some continuity equation. The terms in green are already total derivative terms, so we are happy with

those. The problematic terms are the ones in red, so we will deal with those.
Starting with o E,, (0' E™), we use product rule:
O (E,E™) = (0'E,)E"™ + E,(0'E") = (0'E,)E™ + (0'E,)E" = 2(0'E,,)E™

Note that we can do this because when an index is summed over, we can switch the upper and lower indices freely. So now, overall

the expression becomes:

) 1 . 1 . . 1 . )
[stuff] = eqOm (E™E') — — ' (ByB*) + —0'(B'By) + — 8 (B*By,) — 29! (E"E,))
Ho Ho 210 2

=€y [Om(E™E") — lai(EnEn)] + 1 {am(BmBi) - lc‘)i(BkBk)
2 Ho 2

!In reality, the two quantities are related by a so-called "metric", §;;, that allows transfer between upper and lower indices. In Cartesian coordinates, the metric
allows for the cancellation of the two blue terms, but in relativity with the Minkowski metric for example, this is not the case.



We will now perform one final trick: notice we have some 9,,, and 0; terms, but ideally we want these two terms to be the same. So,

in order to enforce this, we change the 9; terms to ,,, but insert a 6™ term to compensate. Doing so, our equation becomes:

€ |Om(E™E") — ;6,,7,(5””'E”En)} + ui {Gm(BmBi) - ;am(éminBk)}
0

Now all the terms are a total derivative, so we are happy. Finally, we bring back the integral in front:

o1 1 o1 )
/ dr | €g (EmEl — 5’mE”En) + — <BmBZ — 6"”B”B,L> = / Omo™ dr
v 2 Ho 2 v

L omi

We will now call the term in the square brackets 0™, which is also known as the Maxwell Stress Tensor. Using divergence

theorem, we can transform this into a surface integral:

/ O™ dr = j{ nmo™ da
y oy

Ny, represents the normal vector coming out of the surface of V. Finally, we can write the full equation:

dPparicre | d [ S :
particle mi
—— 4+ — | s dr= Npo " da 4.1
dt de v C2 %BV m ( )
How do we interpret this equation? The first term is the change in momentum of the particles, the second term represents the

momentum in the EM field, and the term on the right side can be thought of as a "generalized force" acting on the boundary of V.

4.1 Stress Tensors

Now would be a good time to talk a bit about how the Maxwell stress tensor behaves. Like the standard stress tensor for materials,
o™ represents the force in the i-th direction, on a surface whose normal vector points in the m-th direction. That is, o' represents
pressure terms, while o/ represents shear terms. That’s all for now, we will talk more about this equation and conservation of

momentum next lecture.

5 January 31

We'll pick up where we left off from last time, talking about the momentum flux:

dPparice | d [ S :

particle + = D dr = % O'Zk dak
dt dt v c? ay

We mentioned how you can interpret this in two main ways: first, you can interpret this as an equation like F = %’, and think

of the term on the right hand side as a generalized force F¢_,. The other way to think about it, and the way we will focus on, is

thinking of it as a continuity equation. So, in the same way charge is conserved, it is valid to think of this equation as

d ,
Pret - _ j{ le; dak
Here, we define 7% = —¢%*, s0 T is also a rank (2, 0) tensor. Intuitively, we think of this quantity as the momentum flux, or the
"flow of momentum" in or out of V. One thing to note is that 7% is defined so that outgoing flow is positive, which is the opposite
convention of o**. To complete the equation, it is actually nice to separate out the particle momentum from the field momentum, so

we write: )
dPpar d [ 8? , ,
particle k k
T + a ), dar = —ji (Tew + plarticle) day,

And here we’ve essentially defined a new tensor T;;]frticle = mnov'ok.



Example 5.1: Radiation Pressure

In this example, imagine we have a "fluid of radiation", with a radiation pressure P. It is well known that P = %UEM =

3 (%‘)|E|2 + ﬁ|B|2) We will prove this using 7.

Recall that the equation for o' is
A A 1l 4 1 ; 1.,
O_zk =€ EzEk . 5zk|E|2:| 4+ = <Bsz o 6zk|B2>
2 Mo 2

The pressure here is the diagonal term, as we mentioned from last time. Next, we make the observation that for a stationary
EM fluid (really just think about this as EM waves propagating out in all directions), then the system should be isotropic.

That is, there should not be a preference of one axis over another. Thus, we can write

(82) = (83) = (82) = (IBF) = (22) + (B2 + (%) =3.z2)
The B field follows suit in the same way. And thus, the pressure P = (o'} can be calculated as:
o ((B2) - 5 (BP)) + - ((B2) - 3 (BP))
o (3 (B - 5 (BP)) + - (5 (BR) - 5 1BP))
~5 (0P + = (1B

1
= U
3 EM

P = <011>

Note the reason this is negative here is because we use T instead of o**, which are opposite to each other in sign. That is,
because radiation flows away from an object, this is seen as "negative pressure".

k

One thing to note about ¥ is that it is a symmetric tensor, o' = o**. To see why this is necessary, consider a cube in space (see

diagram), and we have a nonzero 02! acting on it. Then, there is a shear acting in the X direction, and an equivalent one acting on
the back of the cube in the —X direction. In order for this to not generate an angular momentum on the cube, it is necessary that we

1

have o!2 on the other two sides in order for the torque to cancel out, and for the cube to remain stationary. In other words, the

takeaway is this:

’ In order for angular momentum to be conserved locally, the stress tensor must be symmetric.

5.1 Energy and Momentum for the EM Field

Recall that S represents the energy flux, and we mentioned earlier that the second term in 4.1 is an integral of the momentum in the
EM field, so naturally we can think of C%S as the momentum density in the fields. Now, consider a small cylinder with energy Uy

and cross sectional area A. Then, the energy flow through A can be written as:

energy passing through  Ugm(cAt)A

area B Adt = Usne

S = energy flow through A =

The length is cAt because EM waves travel at the speed of light. Now, since the momentum density P is written as C%S, then we

have the equation:
|«97|CQ = Ugne = ‘35‘0 = Ugm

Finally, recall that in special relativity, we have the relation E? = p?c? + m?c?, and since photons are thought of as electromagnetic

waves, comparing these two conclusions forces us to conclude that photons are massless!

And this discussion concludes the content for chapter 8. Next, we will enter chapter 9, where we talk about electromagnetic waves.



5.2 EM Waves

Recall from your introductory classes that a sinusoidal plane wave propagating in the X direction can be described by
o(r,t) = Acos(kx — wt + 9)
We can also write this as a complex exponential, leveraging Euler’s identity ¢ = cos § + i sin 6:

¢(r,t) = Re Ae“’”—wt)eié} =Re [Aem_m}

Here, we let A= Ae®® so A € R while A € C. We don’t have time to continue this discussion, but a primer for what we will be
doing next lecture, we will explore the formalism behind the equation for a plane wave that travels in multiple dimensions. That is,

we will explain why when dealing with more than one dimension, we write:
¢ (r,t) = Re [Aei(k'r*“’”}

with |k| = 2F. In particular, why do we have k - r?

6 February 3

Last time, we started our discussion of plane waves, specifically why we can treat k as a vector when we deal with multidimensional

plane waves.

6.1 Expression of Scalar Sinusoidal Plane Waves

Let’s go back to our discussion of a plane wave in 3D space. Recall from earlier physics classes that there are basically two ways to
rotate an object in space: by rotating your coordinate axis, or rotating the object itself. The former is the passive transformation,

and the latter is the active transformation. In the active picture, a vector v transforms as:

v = Rv

R C?Se —sin 6
sinf  cosf

So, for a wave ¢(r), then the rotated wave is written as ¢’(r) = ¢(R~'r), since R~!r gives us the point prior to rotation which we

where R is the standard rotation matrix:

should read off to get the intensity of ¢. Computing R~ 'r explicitly, we have:
Rlp cosf sinf| |z | cos Ox + sin Oy
~ |—sin@ cosf| |y| |—sinfz + cosfby
In one dimension, our plane wave has the form ¢(z,y) = Aetkz—wt) g4 we only need to read off the x component, so:

gb’(a:,y) _ Aei[k(cosGIJrsin@y)fwt] _ Aei[(kcos@)m+(ksin@)yfwt]

And now, we see why it makes sense to treat & as a vector. If we define k = |k| cos 6% + |k|sin 8y = k, X + k, ¥, then we can write

this as:
ng(:c,y) _ Aei[kwkaky&fwt] _ Aei(k-rfwt)

Ignore the fact that we cheated a little since on one side the exponential is a vector quantity, but hopefully this gives enough

intuition. Now we move to the main part of today’s lecture, discussing about EM waves in a vacuum.



6.2 EM Waves in a Vacuum

In a vacuum, where p = 0 and J = 0, then Maxwell’s equations reads:

V-E=0
V.-B=0
VXE:—atB

V X B:/J/QCOJ

Our goal is to show that Maxwell’s equations implies the wave equation, which isn’t very hard. To do this, we first take the curl of

Faraday’s law:
V X (VXE)=-0,(V xB)

Expanding using product rule:
V(V-E) - V?E = —0,(uoJ + po€00:E) = — €00’ E

And as such, we arrive at the wave equation:
(V2 — oeod?) E=0 (6.1)

Now, we want to show that any function of the form f(f1 - r — vt) is a solution to the wave equation. Here, we define 1 as the unit
vector pointing along the direction of wave propagation, or in other words, the direction which is perpendicular to the wavefront.

To begin checking, we first note that a single derivative of f is:

ou’l Of O0f
if oz du’ b oud
As such, the Laplacian is equal to:
0 0 . d2f  d*f
2 ) )
=0 ——f=0Ynn;—5 = —=
Vi ozt OxI ! M 2 T qu?
Since n is a unit vector, then n'n; is a unit vector. The time derivative is:
Judf df 2 2 i
A T P o=

If we now plug these into the wave equation, we do see that it comes out to be zero. Then, this justifies writing the wave as
E' — Re [A{(ei(kr—wt)}

Here, Ay represents the amplitude of the k-th mode, or basically the amplitude in the k-th direction. Now, we compute derivatives

again, so
aEJ At n..n i(kr—w
T Re [ Kig (k"z™ — wt) et t)}
And since gx% = ¢, then we have:
EJ
gwm = Re |: i{(lkm)eZ(k rfwt):|
So the Laplacian term is:
. 9 0 L
V2E] _ (R |:AJ z(k-rfwt):|)
ox™ Oz, ¢ 7e

= Re [ A (ik™) ik, )ei <70
= Re {Ai(_kmkm)ei(k'r—wt)}
And now for the time derivative:

0?E7 = Re {flf;(—iw)(—iw)ei(k'r’“ﬂ — Re { A{(g(k-rww}

10



Putting these two together, we see that if we want to satisfy the wave equation, we require that |k|> = ppeow? = %oﬂ, which

implies that [k| = 2%. This derivation is really where the 2% term comes from.

Now, we will look at some more properties of the wave equation. First, we can show pretty easily that £/ must be perpendicular to

the propagation direction. This must be true since there are no charges, so V - E = 0, hence:
V.-E=0,E"Re [Aglame“k'r*wt)} — Re [ﬁ}f(ikm)ei(k'r""”

In order for this to be zero, we require that /12” -k, = 0, or in other words we need the E field to be perpendicular to the propagation

direction. Similarly, we can show that B is perpendicular and in phase with E, by making use of Faraday’s law:
VXE=-0B = B:—/VxEdt
Therefore,

Bm

—/emij&» Re [([lk)jei(k'r_“t)} dt

= — / em”&(zk,) Re [Akjei(k'r7Wt)} dt

)
=R mij (AL, i(k-r—wt)
e [e 0 (Ag)je
So, because we have w = c|k|, then B™ = emid c]rli\ Ej, so
1.
B=-kxE (6.2)
c

and hence B is perpendicular and in phase with E.

7 February 05

Today, we will discuss the wave speed in a linear medium. To begin, recall from the first lecture that in a material, Maxwell’s

equations read as follows:

V.D=p; V xE=-6,B
V.-B=0 VxH=J;+0D

Now, we will consider the special case where we have a medium where there are no free charges, no free currents, and the medium
is linear. The first two conditions implies that p; and J s are zero, and the last condition implies that D = ¢E and B = yH. Here, ¢

and p are constants. So, Maxwell’s equations now read:

e(V-E)=0 V X E=-0,B
1
1

V-B=0 (V x B) = c),E

Notice, these four equations look exactly the same as Maxwell’s equations in a vacuum, except now we’ve replaced €y, o with €, p.

So, this means that in linear media, E and B are still expected to satisfy the wave equation:

(V2 — ned)E =0

(V2 — puedf)B =0
These waves propagate with speed v = \/% It should make sense that these two quantities parametrize the wave speed, since
they tell us how easy it is to polarize and magnetize the material, so in a sense it tells us how easy it is for light to "move through"

the material. But, how do we provably show that increasing 1t or €, then the wave speed decreases? To see why, let’s consider our

travelling wave as a result of "dipole radiation".
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7.1 Dipole Radiation

Consider a bulb, which emits a sinusoidal electric field Eprimary, that now encounters a plane made of a different medium (glass,
water, etc.). The E field emitted by the bulb will now oscillate the charges in the glass, according to x(t) = x¢ cos(wt). The electric
dipole moment, is given by p(t) = qz(t) = gz cos(wt). Based on this motion, the electric field generated is given by
1 inf A
E= 7&qw2mo cos {w (t — f)} (7]
4megc? 1 c
The details for why this is will come in when we cover chapter 11. For now, notice that here the E field drops off with % rather than

%2 like a point charge. Now, what is the field created by the entire slab? Let’s consider the geometry of the slab as follows:

Assuming the point P is far enough away so that 6 ~ 7, then the E field becomes:

1 2 A
= v To cos [w (t — f)} 0
dmegc® 1 c

Now to find the contribution due to the whole plane, we just integrate over the entire plane:

1 2 :
= / 99710 Re [6“"(“”‘2)} 2mpn dp
Am€e0C? Jopeet T

Here, we define ) to be the dipole density, so the number of dipoles per unit area. We have r2 = p2 + 22 sordr = p dp, and hence:

2 oo _ i
E— qw=xo Re |:ezw(t7;):| 7’]d7‘
2e9c? J,

Now, if you assume that the sheet is uniform, then 1 = 79, so we have:

2.2 o0 2
E— qw=ZgTo / Re |:6iw(t—£):| dr = quwgo Re C elwt (efiw(oo)/c _ e*iwz/c>
2e0c?  J, 2€eqc? —iw

But the term in square brackets clearly diverges, so something has gone wrong here. In particular, it turns out that our assumption
that the dipole density is a constant, 17 = 1), is not physical. So, we need to "regularize" it by introducing a cutoff scale A. We will

do it as follows. Instead of letting 7(r) be a constant, we will instead define it as:

7]0(1—%> r<A
0 r>A

It turns out that we not only need to regularize 7, but also do so in a way that is continuous. If we were to just introduce an abrupt
cutoff to 7)(r), then that discontinuity will also cause issues. When we do this integral now, we will first assume A is finite, then

take A — oo after computing the integral. Now, using this refined 7(r), we get the following result:

g — 10 /A Re [¢(8) (1- 2] ar

2
2¢pc . A
w? iwt c iwlA/c c —iwz/c c —iwA/c c z —iwz/c c1 —twA/c 1 —twz/c
= quonoRe e —e ——e€ + —e — ——€ - % + e
2¢qcC —iw —iw w w A w? A w? A

Now, taking A — oo, all % terms die off, and the two blue terms cancel each other. So, we end up getting the result:

2 ; z
E=_" qrono Re [ie“’(t*?)] = quono sin [w (t — E)}
I w 2epC c
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Then, remembering that x(t) = xg cos(wt), then v(t) = —zow sin(wt), so:

E=_10, (t = f)
2¢pc c

And that’s all we have for now. One thing you may have noticed in this integral is that the A term didn’t actually end up mattering
- we could have chosen the cutoff to be any number, and it would have disappeared just the same. We will see why this is the case
on Friday.
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Last time, we left off after computing the integral for E, and we found that A doesn’t matter since it got canceled out after the

computation. Now, we will discuss why this is true. Recall that the integral we wanted to compute was

/ efiw'r/c dr

First, let’s define = %, so df = % dr, and our integral becomes:

/ 67"9E df
6o w

This integral lends itself to a very nice intuition: we can think of it as just adding up a bunch of complex numbers together. Adding
complex numbers in the complex plane can be thought of as vector addition, so computing the integral is the same as adding up the

vectors in the following diagram:

Essentially, we start with a vector at an angle 6y, then we continually add vectors of the same "length" together, all the while
changing the angle slightly by df. If we continue this process, we eventually loop back around to the origin. What this ultimately
means is that when we integrate from 6y to infinity, we end up traversing this loop infinitely many times, which is why the integral

diverges.

Now, when we add a A term, what happens is that the "length" of the vector we add each time decreases, so instead of the addition
coming out to a circle, it ends up as a spiral. Further, if 1(0) decreases slowly enough (so make A sufficiently large, but not infinite),

then the integral will converge at the center of the earlier circle. So, the integral looks something like the following diagram:

13



What does the integral converge to? From the geometry, the resulting vector is perpendicular to the initial vector, so we have:

w

o0
/ e—wfn(e) — Re—i(00+/2)
0o

To find the radius R, we also use geometry, to get R dff = = df, so we get R = 5. This now explains why A doesn’t matter, since

whatever value of A chosen, we will converge to the center of the circle. So, the integral becomes:

/ e—iwr/c dr :/ e—iOE do = Re—i(90+%) _ E(_i)e—iwz/c
z 0

. w w
So now applying this to the integral for E, we get the result from last lecture:

E = 9% g {Eeiw(tff)}
2€0C2

8.1 The "Delayed" Wave

Now, let’s consider the following system, with a source which emits an electric field Egyyce and a point P far away, and we place a
thin sheet of linear media in between the two. The sheet has thickness Az. Phenomenologically, we know that light travels slower
in glass compared to vacuum, by a ratio of v = -, so the wave will take extra time to arrive at P. In particular, the extra time is
given by:
Atzg—g:(n—l)g
v c c

So, with the glass in between, we have to add this At term into the exponential, and thus:?

E(t,z) = Eoeiw(t_m—ﬁ) _ Eoeiw(t— nolpz—z)

If the slab is assumed to be very thin, then we can extract the Az term, and Taylor expand it:

E(t, Z) — Eoe—iw ":1Aze—iw(t—§)
1 s
— B, <1 —iZ Az) eiw(t=%)
c

_ Eoei‘”(t_%) _i(n— DwAz

The first term can be thought of as just Egoyrce, While the second term can be thought of as the wave produced by the charges in the

material.

8.2 A Microscopic Model

Now, let’s consider what happens in the glass itself. When a sinusoidal source electric field Egoyree = Eye™t contacts the glass, it
will oscillate the charges inside the glass. Microscopically, each dipole in the glass is in a potential well, which usually looks like the
following:

2We are being a bit lazy with the notation here, E should be a vector quantity but we only care about its magnitude for now so we’ll treat it as a scalar.
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Here x.q marks an equilibrium point, around which the charge oscillates. It is a (global) minimum, so the first derivative is zero, and

hence its Taylor expansion around zgis:
1
U=U(zeq) + iU”(:ceq)(Jc — Teq)?

This should be somewhat familiar from classical mechanics. The equation of motion, according to Newton’s equation, is given by:
mi = —mwiz + qEpe™!

Intuitively, when the electric field gives the charge some energy, the charge will oscillate with a sinusoidal motion as well, so let

x(t) = zoe™". Putting this ansatz into the equation of motion, we get:

qEo
m(wg — w?)

—mw?zee™t = —mw%xoe“"t + qEge™t = x¢ =

This implies that the motion for x(t) is:
q

m(wg — w?)

I(t) _ iwt
Combining this result with what we have at the end of last lecture for E, we have the following equation for the electric field of the
dipole:

qw qEoNAz  (1-z)

c

Edipole = Re | —i
P 2epc m(wi — w?)

Here, NAz = 19, which is the density of charges per volume.

9 February 10

Today, we will talk about the transmission and reflection of waves in a linear medium. We will find that all the properties we know
about reflection and transmission: Snell’s law, the law of reflection, they all follow directly from enforcing the boundary conditions

given by Maxwell’s equations.

Recall Maxwell’s equations in a linear medium:

V:-D=0
V:-B=0
V xXE=-0B
V xH=0D

15



These equations then imply the following boundary conditions:

e Bl = eEy (9.1)
El = El (9.2)
Bi = By (9.3)

1 B) = p2B) (9.4)

This is a result of using the relations D = ¢E and B = pH in linear media. Now, with these boundary conditions set, we are ready

to consider the transmission and reflection of waves in a linear medium.

9.1 Normal Incidence

First, we will consider the case where the incident wave is perpendicular to the interface. This makes the situation easier to analyze.
Let the system be described as follows: we have an incident wave from the left, and a plane of material at z = 0. Then, the E field
over all space is given by:

Ereitaz—ot) 4 Epeil-kas—wt) 5 <

ETei(kgz—wt) z2>0

Technically, we need to take the real part of these equations, but we’re going to omit that detail for now.> Before we go further, it is
important to note that w is the same for all three terms, which we can argue to be the case in two different ways. Firstly, if you
think of the incident wave as an electric field, then it makes sense that the response from the dipoles should also follow the same
frequency. Mathematically, we also know that w must be the same because when we end up matching the boundary conditions, we

end up getting an equation of the form:
Aefiwjt + Befint _ Cefint

Here, A, B and C are arbitrary constants. If we want this equation to hold up for all time ¢, then the only way is if w; = wg = wr.
Now, we begin to impose the boundary conditions. The waves here are only in the Z direction, since E and B are transverse waves,
so E;, Er and Er are all in the zy plane. This immediately means that boundary conditions 9.1 and 9.3 are trivially satisfied, and

hence we only care about 9.2 and 9.4. Starting with 9.2:
Elefiwt 4 ERef’L'wt — ETefiwt
so this gives E; = Er = Ep. Similarly, we can write down equations for the magnetic field:

BIei(klszt) + BRei(k127Wt) 2 <0

Br = ei(kzszt) 2>0

B =

Boundary condition 9.4 then says:

1 1
7(BI JrBR) = —Br
H1 H2

We know that the B field travels in the z direction, so using equation 6.2, we can write:

iXEl—ZXER:ﬁiXET

We absorb all the constants into 3 = Z;—Z; Without loss of generality, we can also suppose E aligns in the X direction, so then we

can write:

Er = Egrnig = ER(COS OrX + sin er)
Er = Erivyr = Ep (COS 01X + sin QT)A’)

3What this really means is that each bold-faced vector E in this equation is a complex-valued vector, of which you have to take the real part to get the amplitude.
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Then, the y-component of boundary condition 9.2 gives E'r sin g = E7 sin 6, whereas the x-component of boundary condition
9.4 gives Ersinfr = —BE7 sin 7. These two equations must simultaneously be true, and since 8 > 0, this forces g = 07 = 0.
So, we find that the reflected and transmitted waves have the same polarization as the incident wave!

Then, comparing the x-component of 9.2 we get E1 + Er = Er, while the y-component of 9.4 gives E; — Er = SEr. Solving

2 1-8 1-8
Ep=—"F,. Ep=-—"p,=("—2)E
/1y TR g T <1+[3> !

And this solves the boundary conditions for this specific situation! To conclude this lecture, notice that for most materials

both equations gives:

41 R Lo &2 lig, so in these cases 3 = Z—; Further, if we have a medium where v; > vy (for example, from air to water), then g > 1,
so the reflected wave is written as:

_|1=8
1+ 53

1-p
1+p

el (Elei‘sf) e b Eeirtm

Ep = -2
R 1+ 8

-

This result actually is the motivation for why we say that the reflected wave has a 7 phase shift relative to the incident wave, and

all we needed to do was solve some boundary conditions to get it!
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Last time, we derived the intensity of Fr and Er in terms of E7, where we have:

_(1-p 2

Now, recall that since S = iE x B, then in a linear medium, because of equation 6.2, we can rewrite this as S = %E X (%k x E),

so the time average of S is written as:
E? E?
(S) = — {(cos®(kz —wt)) = — ox E?
2 2uv

So, the average reflection, which is denoted as:

R = <SR> _ 2H1v1|ER‘2 _ (1_5>2
(Sr) L 15,2 175

2p1v1

Since @1 &~ po for most materials, then 8 = :’)—;, so most of the time,

U2 — U1
R =
Vg + V1
Similarly, we have a transmission coefficient

T Q#lvz |E’T|2 N V1 < 2 >2 . 41)1’[)2
-

2u1v1 |Er|? T \1+5 v1 + v2)?

And as a sanity check, we should get R 4+ T = 1 because of energy conservation, which is exactly what we have:

(’02 — 1)1)2 + 4'[)2’1)1

R+T=
(vo +v1)2  (v1 +v3)

=1

This, above all else, gives us confidence that the math carried out properly.

10.1 Oblique Incidence

Now, we will consider the more general case, where the incident wave is no longer perpendicular to the boundary. Here, we will see
that a simple application of boundary conditions leads to fundamental laws of reflection and refraction. Consider the following case
of oblique incidence:
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the laws of optics don’t change when we have oblique incidence, so we will still impose the boundary condition that the transition
is continuous. Therefore, we should expect the equations on both sides of z = 0 to match. Just like the perpendicular incidence,

when we match the boundary condition at z = 0 we will get equations of the form:
( )eikpr +( )eiqur _ ( )eikT‘I‘
z=0 2=0 z=0

For this equation to be true for all ¢, then we require that we have the same dependence in the xy plane for all three terms. This

implies the conditions:
(kr)ex + (k1)yy = (kr)2x + (kr)yy = (kr)ox + (k7)yy (10.1)

Now, without loss of generality, we can choose k; to lie in the 2z plane only, so (k;), = 0. But this must mean that the y component

for the other two terms is also zero! Therefore, all the rays lie in the same plane, and therefore our original diagram is accurate.

Further, this also means that from 10.1 we get that (k;), = (kr), = (k1)., and hence:
k] sin 9[ = kR sin QR = kT SiIlaT

But since |k;| = |kg| as they travel through the same medium, then the only conclusion is that §; = 0, which is the reflection

rule. The other condition we then becomes
wy . w . 1 . 1.
“1 sinfy = —sinfy — —sinf; = — sinfr
U1 ) U1 U2

Given that n = 7, then we can manipulate this further to get:

nysinf; = ny sin O

which is Snell’s law!

10.2 Polarized Light

Now, we will consider the case where the light is polarized. First, we will consider light that is polarized in the plane of incidence

(the case perpendicular will be left as homework):
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To begin, we will consider the most general case, so we do not assume here that Ep and Ep, lie in the plane of incidence. This is

why we have the ¢ and ¢ angles. The boundary conditions don’t change despite this though, and applying them here gives us:

€1(Er + Er). = e2(Er), (10.2)
(Er +ER)zy = (Br)ay (10.3)
(Br +Br). = (Br): (10.4)

1 1
I(BI + Br)z,y = Q(BT)z (10.5)

From the vector decomposition, we can also get these relations (check these yourself on your own time):

E; = —E;sin6,Z + Ej cos i, X
Er = Eg[cos ¢g sin 0,2 + cos ¢ cos i,y + sin ¥ ]
Er = Er [— cos ¢ sin OpuZ + cos ¢ o8 OoueX + sin ¢pry]

Combining the vector decomposition and the boundary conditions, we get the following set of equations:

(10.2): €1 8inby,(Er + Ercosdr) = €2 8in Qo (— ET cos ¢r) (10.6)

cos 0 (Er + EgR cos = ¢08 Oyt (ET cos
(10.3): (Er + E cos ¢r) (Er cos ér) (10.7)
ER sin gbR = ET sin (bT

E E
(10.4): =2 sin ¢y, sin Oy = — sin O sin Ooye (10.8)
V1 (%)
Er : _ __ Er :
2B cos O, sin g = — €08 Oyt sin O
. V1 H2V2
(10:5) L_(E; — Egcos¢r) = ——Ercos¢ (109)
H1v1 I R R H2v2 T T

Combining the second part of 10.7 with the first part of 10.9, we can get:
Egsin ¢p cos by, = —BE7r sin ¢ cos oy = sin ¢ (cos Oy, + 5 cosboy) =0

The only way this equation is true for all 8j, is if ¢ = 0, which then implies that ¢ = 0 by the second half of 10.7. So, what we
find is that indeed E'r and Er do lie in the plane of incidence.
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Last time, we showed that for waves with E} in the incident plane, the reflected and transmitted waves have the same polarization.

That is, we found that ¢ = ¢ = 0. So, the six boundary conditions we had from before now transform into:

€1 8in 6y, (Er — ER) = €asin Oy B (11.1)
cos O (Er + ER) = cos O BT (11.2)
(Er — ER) = BET (11.3)

Reminder that § = Z;—:’); Here, we see that equation 11.1 is actually the same condition as 11.3, but written in a different form. To

see this, we have:

: 2
€9 5in Oy H1VTV2 vt

e Er = Er = 5 Er = Er = BEr
€1 81N Ujp €101 H2V5V1 H2V2

€202

(Er — Eg) =
So now this means that we essentially have two boundary conditions:
E]+Er:OzET (E[—ER):BET

So, we can solve for Er:




Now, some comments about these results. Firstly, E1 always has the same sign as E, so this means that the transmitted wave has
no phase shift. However, depending on o — 3, the reflected wave may pick up a 7 phase shift, specifically when 8 > «. In the case

where we have normal incidence, then o = 1, so this is why the reflected wave always picks up a phase shift. We can also rewrite a:

2
_ (e in2 0.
R R sin? Gyt B \/1 (nz) sin” O

cos i, cos i, cos i,

This results means that there is always a 6;, such that & — 8 = 0, and in this case no reflection occurs. This 6j, is the so-called

Brewster angle.?

11.1 Brewster’s Angle

What’s the explicit form of 6, the critical angle? We can find 6 by setting o = 3:

2
\/1 — () sin? 0

1— 2
B = — sin’fp = fﬂ
cosfp (m) _ B
n2
In the case where o =~ 111 ~ o, then this equation becomes:
1— 2 2 1— 2 2
sin?0p = b —5( ) _ B — sinfp = b

V1+ 52

We can then draw a right triangle with hypotenuse /1 + 32, which gives tan 65 = Z—f What’s the physical intuition for this

phenomenon? One way you can convince yourself of this phenomenon is to consider the microscopic picture of dipole radiation.

#_52_ 1—p4 _1+ﬂ2

Consider a dipole:

Now, consider the field at the point E,. The field lines can only be horizontal due to symmetry, but this immediately means
that such a field cannot be caused by a wave travelling in this direction, since k | E. Therefore, for a dipole there is no wave
propagation along the direction of the dipole moment p. We can also provably show this using the dipole radiation equation, which

will come in chapter 11.

Anyways, what this means for our system is that whenever the dipoles end up oscillating in the direction that the reflected wave
would propagate in (according to the law of reflection), then there is no reflected wave. This angle also happens to be perpendicular

to k. From this observation, because k1 | kg, then we can write:

T
93 + eout = 5
By Snell’s law, n; sin g = ng sin O,y = Ny cos fp, and indeed from here we get the Brewster angle tanfp = Z—f

11.2 Reflection and Transmission Coefficient

Now let’s go back to the diagram we made from earlier. Based on the way the waves propagate, we know that there should be
energy propagating in the x direction. By the conservation of energy, we know that I, j;, = I, ou along the boundary. To be specific,
here I represents an intensity, with units of energy flow per area per time. Given these units, it makes sense to use the Poynting

vector to calculate this:

., ERrB E2
|I..r| = |Sr- 2| = RER cos by, = —L cos b;,
H1V1
where we use the relation that |B| = ‘U—Ell for waves. The incoming intensity can also be calcualted:
. E
|I.1| =1|Sr-2z| = ! cos Oy,
H1V1

“This is the reason we can attach a polarizing filter onto a camera lens and get rid of reflections that come off the glass.
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Combining these two equations, we get:

g |Lrl _ Bh _|a—8[°
|Iz’[ E? o+ B
Similarly, the transmission can also be calculated as I, r = By €08 Ogyt, SO:
) U2v2
T — |IZ,T| _ H1v1 |ET|2 COsaaut _ Oéﬂ 2 ?
|L.1]  pove |Er|? cosbin a+pj

Indeed, if you add these two up, you get R + T' = 1, as required by conservation of energy.

11.3 Total Internal Reflection

Another phenomenon that is a result of these rules is total internal reflection. This occurs when 6,y = 7, which gives us a = 0.

Looking at our formulas for R and 7, this gives:

9 2

a+p

a—_3
a+p

=1 T=ap

So we get no energy transmitted. What happens if we go past this critical 6.? Well, the effect is that sin ,,; becomes imaginary. To
see why, consider Snell’s law:

. . . ny .
krsinfy = kpsinfy — sinfly = — sinf;
n2

If nq1 > no, then there evidently will be an angle 87 such that sin 7 > 1, which is not possible if we are to interpret f7 as an angle.
One natural question one could ask then is, instead of allowing for the possibility of sin f7 to exceed 1, why not say that Snell’s law
doesn’t hold anymore? The reason for this is that Snell’s law must hold, as it is simply a product of the boundary conditions imposed
by Maxwell’s equations. Thus, saying that Snell’s law doesn’t hold is the same as saying that we violate Maxwell’s equations, and of

course we can’t allow that.
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Today, we will continue our discussion from last time about total internal reflection. Last time, we left off with acknowledging that
in the case where we move an angle 0 past the critical angle for total internal reflection 6., that the sin 87 term becomes imaginary.

To further explore this concept, consider now the equations for the electric field on both sides of the medium:

Re {E[€i<ki'r7wﬂ + ER} eitkrr—wt) .
E= .
Re {ETei(kT'rf“’t) }
In the case where we don’t have total internal reflection, it was natural to write k; = k7 cos 1% + k7 sin 1X. This was natural
specifically because you could imagine decomposing the vector ky into its  and z components. Now, the trick when sin 6 > 1 is

to stop treating this as a geometric picture, but instead just interpret cos 1 and sin 07 as a way to parametrize kr in terms of 0.

This way, this decomposition is still allowed. Thus, we can still use Snell’s law:
v
sin O = 2 sin 0r
U1

Similarly, we can expand cos f:

2
1
cos O = 4/ —(sin2 Or —1) = z\/(nl sin01> —1=1i—4/(n1sinf;)? — n3 (12.1)
N9 Up)

So with this parametrization, the solution in the transmitted region is now:

ET — Re {ETei(kT cos O z+kr sin Opz—wt) } (122)

— Re {ETefﬁzei(kT sinGwat)} (12.3)
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We define « as:
K= kr (nysinf;) —n3 = 2 (nysinfr)2 — n2
N9 C
the key thing to note is that in equation 12.3, the transmitted wave is not zero, but is a wave which decays every quickly with a
factor of e~"*. Because of this quick decay, it’s sometimes called the evanescent wave. This wave transfers no energy, which can
be seen through the computation of R. Because cos 6 is purely imaginary by equation 12.1, then « is also imaginary, and hence we

can write & = 7a with a € R. Using the formula for R derived at the end of last lecture,

2 2

Oé2+ﬂ2
a2+ (2

a—f3
a+p

_|=B+ia

R = =
B +ia

=1

Because R = 1, we conclude that there is no energy transmitted. So then if there is no energy transfer, how is the evanescent wave
allowed to exist? The answer turns out to be that on average, there is no net energy transfer in the z direction, which matches this

result.

12.0.1 Frustrated TIR

The evanescent wave actually allows for a phenomenon called the frustrated total internal reflection. This occurs when you have

two prisms separated by a very small gap, and you shine a ray through:

If the gap between the two prisms is small enough (i.e. smaller than k1), then the evanescent wave doesn’t fully die off, and we
will thus get a nonzero propagating wave in the second prism. This is the same phenomenon as tunneling in QM, except this is

purely classical!

12.1 Wave Propagating through a Conductor

Throughout our discussion of waves, we’ve considered media where there are no free charges and currents, so py and J;y = 0. This
is not true in conductors, where we cannot control the current that is generated by electromagnetic fields. To begin this discussion,
again recall Maxwell’s equations:

V-D = py
V-B=0
VxE=-0rB

VXH:Jf+atD

If we then allow for the assumption that we are still in a linear medium, then this implies the equations:

v.E=2
€
V-B=0
VxE:—@tB

V x B =uJy+ peo,E
If we are in an ohmic material, then we can use Ohm’s law, J = oE, so then the continuity equation for ps gives:

Ops _ _ —
5 =V Ir=-V(0E)=——p;
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This differential admits real solutions, specifically of the form:

—o /et

pf(I‘, t) = p(I‘, 0)6

So this means that the free charges will eventually die out given long enough time. For our purposes, we will work under this
assumption. In particular, we will assume that the period of the EM waves in our systems are much longer than the characteristic,

essentially giving the free charges enough time to die out. This translates to the conditions 7' > £ or w < 2.
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13.1 EM Waves in a Conductor

Last time we started our discussion of EM waves in a conductor, we will continue that discussion today. Recall that we said we

wanted py = 0, so Maxwell’s equations read:

V-E=0
V-B=0
VxE:—BtB

V x B =uJy+ peo,E
If we further assume that our conductor is Ohmic, then J; = oE, so taking the curl of Faraday’s law:

V x(VXxE)=-0,(V xB)
V(V-E)~V?E = —udiJ; + ued?E

So rewriting this a bit, you get the following wave equation for E:

(V? — ued? — pody)E =0 (13.1)
Similarly, if you take the curl of the Ampere-Maxwell law, you get a similar equation for B:

(V2 — ped? — uody)B =0

Now, take a look at 13.1. We know that we’re dealing with waves, so let’s have an ansatz of E = Eoei(’“*“’t). Then, the differential

equation will read:
wekE = —k’E — uoE

This is the same differential equation as that for a damped harmonic oscillator, where the E term supplies the damping. To solve for

E, we will consider a complex ansatz, so E = Eoei(’}z_m), sokeC. Plugging this into the equation of motion and solving for l~c

~ 2
R = pen? (1 +z’i) — (f) (1 +ii)
€W v E€EwW

Now, let k& = “(a +4b). We'll find a and b by matching coefficients. So, we have:

we get:

k? = (a +1ib)? = a® — b% + 2iab

Comparing the real and imaginary part we get a®> — b*> = 1 and 2ab = ., so solving for a and b:

2
9 o
o ——5—5=1
4a?e?w?
2
4_ 2 g
a—a" ——5—5=0
4e2w?
We can solve this with the quadratic equation:
2
, 1Ey/1+(2)
a” = 5

23



We choose the positive solution for a because @ € R and a > 0. Plugging this back into b, we get the combined solutions:

So, if we define k=k+ iK,50 k = %a and Kk = %b, then we see that the electric field E has solutions of the form:
E = Re {Eoefnzei(szwt) }

The e™"# term represents the fact that the waves decays as it propagates through the conductor, eventually dying out.

13.2 Magnetic Phase Shift

In a conductor, the magnetic field propagates in the same direction as E, but now with a phase shift, unlike in a vacuum. To see this,

consider a magnetic field wave:

B= Boei(f(r—wt)

Here, we let k = k - k. Note that this is different than the Cartesian parametrization k = k + ik, which leads to differing
mathematical results. The former is a more natural parametrization, because when we think of travelling waves the k vector points

in the direction of travel, with frequency information encoded in the scalar k. Applying Faraday’s law:
eijkaj (EOkei(forfwt)) _ _at (B(i)ei(f(-rfwt))
eijk(i];j)EOkei(fc-rfwt) _ (iw)ééei(f{-rfwt)

. ke
. k™
By = e L By

From this, we can see that the amplitude of By is given by By = (l~€ Jw)Ey. Because kis complex from the previous section, then

this means we can write k = Ce'®’ meaning we have:

Kei

BoeiéB = Eoei‘;"

Equating the two phases, we get the equation dp = 0y, + ¢, implying that the B field now has a phase which causes it to lag behind

the E wave.

14 February 24

14.1 Normal Incidence on a Conductor

Last time, we stopped by considering EM waves in a conductor, now we will consider reflection and transmission on a conductor,
in the same way we did this for linear dielectrics. Consider the following case of an electromagnetic wave E; on the boundary

between a linear dielectric and a linear conductor.

linear dielectric linear conductor

5Note that this is still fundamentally different than letting k=k + ik, because here the K is a scalar, whereas in the alternative case we would need a vector.
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By fitting boundary conditions, we can find that the transmitted wave has the same polarization as the incident wave, and we also
have the following quantities:

Recall also our value for k:

k=a+ib="2 ‘ i
v 2

Yes it’s ugly, but that’s what it is. Note also that for a very good conductor (that is, for ¢ — o0), then \,@ | = oo as well. In this case,

we see that the ratio

1-8

lim = =—1
and this means that we get EO R = —EO 1, which amounts to picking up a 7 phase shift on reflection. Likewise, we find that

EOT — 0.

14.2 Anomalous Dispersion

Previously, we’ve considered a model where we have an incident electric field E, which under a roughly quadratic potential,

oscillates sinusoidally. The equation of motion for such a particle is:
E
&= —mwix + Kl cos(wt)
m

Given this type of motion, our goal in this section is to show that the index of refraction is given by:

¢*N 1

2 _ 2
0 — W

=1
" + 2e0m w

Here N represents the number of charges per volume. This function n(w) explains exactly why materials like glass bend blue
light more than red light, and is the phenomenon we call anomalous dispersion. This phenomenon actually has a fairly simple

explanation, and it has to do with absorption and damping. By assumption, let’s add a damping term to our equation of motion:

mi = —mwixr — myi + qEo cos(wt)

And here we will solve this by considering x(t) = Re(Z(t)). We will let our ansatz be Z(t) = Zge !, which yields the equation:

(—mw? + imyw + mwd)To = qEo

This leads to the equation:
qEy

" m(wE — w?) — imyw

so we’ve solved for the equation of motion. Now, as the charge oscillates, we get a dipole moment:

q2 1 jwt
=qi(t) = —————>——FEge™
p q ( ) m (wg _ (.UQ) — Z'}/CJJ 0

and the total polarization can be written as :

i 2y 1
P—pN=1

E —iwt
m (w30 — w?) —iyw 0¢

For a linear dielectric, we have P = eX.E, so using the above equation, we can deduce the electric susceptibility:

¢*N 1
eom (wg — w?) —iyw
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Then, the permittivity is:

. 14 ¢*N 1
E=¢
0 eom (wg — w?) —iyw

Now with € solved, recall the wave equation we have when 1 & pg and € ~ €q:
(V2 — uéd> )E =0
Now, with the ansatz E = Eoefi(fczf“’t), we get the equation —k? 4 péw? = 0 so this implies the solution:

k= \/hotw = ioeo(1 + xe)/ 2w

Usually, X. < 1, so we Taylor expand here using (1 + x)™ ~ 1 + nz. Therefore, k becomes:

2 2 2 _ 2\ s
. ¢*N 1 ¢*N (w§ — w?) + iyw
k: \/ 1 = 1/ 1
Hoco ( + 2eom (Wi — w?) — i'ycu) “ Hoco ( * 2e0m wi — w? + y2w?

This last step then allows you to think of k = k + ix, as you can split this into a real and imaginary part:

~ 2N 2,2 2N
i Tomw[(l-#q 2wo w >+i(q _ Yw >}

2¢om (w§ — w?) + y2w? 2eom (W — w?) + y2w?

So this gives the equation: E = Ege "*¢~“(k2~!) Then, the refractive index n = < = £k, so substituting k:

N Wi — w?

2meo (wg + w?) + y2w?

n=1+

15 February 26

With anomalous dispersion out the way, we now turn to the last topic of this section, wave guides.

15.1 Wave Guides

First, consider the setup of an electromagnetic wave propagating through a conducting pipe (see figure below). The idea of this
setup is that waves are confined in the xy-plane, but propagation is allowed in the Z direction. With this setup, we naturally think

of waves:

E(z,y, z,t) = Eo(z, y)e'"* 7"

B(SC, Y, =z, t) = Boei(kZ7Wt)
The interior of the wave guide is vacuum, so Maxwell’s equations in a vacuum (p = 0, J = 0) hold. Now for the boundary conditions.
The first boundary condition is given by the properties of a conductor. We know that EE = 0 inside a conductor, so by Faraday’s law

we have 0;B = 0 inside, so B is constant. For convenience, we will just choose the B = 0 inside the conductor, since a constant B

field can always just be removed with no issues.® So now, we have the same boundary conditions as we had for a conductor:

aBif — B = oy

El = E]

Bi = B
1 1
—Bl - —BJ=K;xn
251 2 ’

Because of our boundary conditions of E = 0 and B = 0 inside the conductor, it also makes sense for continuity’s sake that £ =0

and B = 0 inside the waveguide. These are actually the only two conditions we care about. The surface currents K ; and free

6Technically, this follows from the fact that Maxwell’s equations are linear, so derivatives of constants vanish.
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charges oy will arrange themselves in a way such that these boundary conditions are true. We can then start with the ansatz of a
travelling wave:

E = Eo(z, )"0 B = By(z, y)e! k===

Now, with the ansatz in place, we invoke Faraday’s law, using the y direction as an example: (V x E), = —0,B,), this gives the
equations:

ikE, — kOE, = ikwB,

Similarly, Ampere-maxwell also gives us an equation relating the electric and magnetic fields, this time we compute (V x B), =
LO,E,:
2

~ . ~ 3 w
wOyB, —ikwBy = —i— E;
c
Combining the two equations, we get:

wd, B, — (ik*E, — 0,kE.) = —i%Ex — B, = ﬁ(k@sz — wd,B.)

In a similar fashion, we can also extract the other components:

B, = 7 2 (kOyE, — w0, B;)
~ 7 w
B, = RO E (k0.B, — —28yEZ)
(&
~ 1 ~ w ~
= m(my& + C—QayEz)

The point of these equations is to show that in a wave guide, as long as E, and B, are determined, then the whole field is determined.
Further, if you apply Gauss’s law to V - E = 0, then you get 8, E,, + ayEy + ikE, = 0. Putting these equations together, we get
the wave equation:

_a§+a§+ (%)2—18- E.=0

You can do the same thing for B using V- B = 0:

3
+
<
4
—

Q|
NG
[\v]
|
™
()
ool
n
I
jan}

15.2 Wave Modes

Since E, and B, essentially determine the entire wave, we can classify waves into three types:
1. TE mode: Transverse E wave, so EZ =0
2. TM mode: Transverse B wave, so BZ =0
3. TEM mode: Ez =0 and BZ =0.

A comment about the TEM mode though: in a single wave guide like this, a TEM mode cannot exist. This is because if E. =0, then
V - E = 0 so E is divergenceless, but by (V x E), = —9; B, = 0 we have that E must also be curl-less. Combined with the fact
that E = —VV/, then this implies that the only valid solution to these equations is V' = 0, or basically there is no wave inside the
wave guide.
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16.1 Rectangular Wave Guide

Now we will consider the special case where the cross section of our wave guide happens to be a perfect rectangle. We will consider

TE modes, so I/, = 0. So our objective is to solve for B, using the wave equation. The differential equation we want to solve is

<a§+a§+ (i)Q—kz’) B.=0

This equation is actually solved in a very similar way to the infinite square well in quantum mechanics. We will assume separable

solutions of the form B, (z,y) = X (x)Y (y). Then, the wave equation becomes:

w

2
YOIX + X2V + (2) XY ~ B2XY =0

c
Dividing both sides by XY, we get:

1 1 w?

—RX+ Y+ (5 -k ) =0

X" * y v + ( 2
Notice here that the first term only has x dependence, and the second term only has y dependence. Therefore, for this to equal zero

at all times, then we require that both these values must be constants. Therefore, we will call:
L o o 1.9 2
We choose k, and k,, such that k% + k'z + k2= (%)2 The two separate differential equations now admit solutions of the form:

X(x) = Asin(k,x) + B cos(k,x)
Y(y) = Asin(kyy) + B cos(kyy)

Now, we impose the boundary conditions: EH =0and B, = 0. Since

B, = (w);_kz [k, B. ~ %ayEz}

C

and E/, = 0 because of TE waves, then we have 9, B, |m:0 ., =0asa result. The boundary conditions come down to 0, X |x:0Aa =0,

which gives the condition:
mm
kya=mr = k, = —
a

nm

Similarly, we can get k,, = 5.

16.2 Cutoff Frequency

With the differential equation solved, the equation for B is now:
B(z,y) = By cos (m> cos (nﬁ:y)
a

. 2 .
We also have the constraint k:z + kz + k2= (%) , so this means:

=) () ()

. . . . . 2 2 2 oo .
This equation has an interesting consequence: if (%) < (%) + (%) , then k becomes imaginary, and this eventually means

that the wave now decays over time, and you won’t get a propagating wave. So this means that there is a minimum frequency

below which you can’t get a propagating wave, which is given by the cutoff frequency

o=/ () + (5)
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16.3 Phase Velocity

In a wave guide, it is possible for the phase velocity to exceed the group velocity. Consider a wave with angular velocity

w? — w2,,,. Then, the phase speed in the z direction is given by:

w

w
rUphase:E:C'7>c

2 _ 42
w Winn

How is this allowed behavior? The reason is because it is impossible to encode information in the phase of a wave, and instead we

encode it in the frequency, which travels at the group velocity:

dw (dk)‘l Ve,

v =—=— <c
8O T (k dw w

which is less than c, so there is no violation of causality here. There is also a nice physical picture for this result: consider a wave

propagating through the wave guide, and here we will explicitly draw out the wavefront:

The actual wavelength X is calculated as the perpendicular distance between two wavefronts, so using this definition we see that

there’s a pretty simple equation for A ,:

A

Az = cos

And because we need to form standing waves, we have || cos 6 = 2, so:

cosf = |kk,| =1/1- (wzn)Z

Now, the group velocity is given by how fast it travels in the z direction, so v, = ccos 0, therefore we have:

and we get the same result that the group velocity is less than c.

17 March 3

17.1 Coaxial Wave Guide

Previously in our discussion of wave guides, we established that we can’t have TEM modes, because the condition of £, = 0 and
B, = 0 meant no wave at all, since V2V =0 implies that the potential is constant everywhere. Here, we will consider a case where

TEM modes can exist. Consider a situation where we have an inner and outer conductor:

(]
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To find a solution, we still use Faraday’s law and Ampere-Maxwell, with the same ansatz as before: E= EO(:E, y)ei(kz_“’t), and let

Eq. = Bg. = 0, since we are considering TEM waves. We then get the following system of equations:

w

0. By — O0yFE, =iwB, 0By — 0yB, = fc—QEZ (17.1)
) . w
oy b, —ikE, =iwB, 0yB, — 0,8y = _67E$ (17.2)
. . . W
tkEy — 0. E, = iwB, kB, — 0, B, = -—E, (17.3)
c
If we now consider E, = B, = 0, then the equations become:
0By —0yE, =0 0By — 0yB; =0 (17.4)
. . W
o E, —ikE, =iwB, 0yB. — 0By = —0—2Ex (17.5)
ikE, — 0,E. = iwB, ikB, —0,B, = ——E, (17.6)
c
Equations 17.5 and 17.6 look like separate equations, but they are all just saying b = %2 x E. Combining equation 17.4 with Gauss’
law, we get:
0By —0yE, =0 0By —0yB, =0
0B, +0,E, =0 0,8, +0,B, =0
There is no time dependence, so this is just a 2D electrostatics/magnetostatics problem. The E and B field then become:
A A -
Eo=—8 Bo=—¢
s cs

these are determined through Gauss’s law and Ampere’s law. Using the picture we have from above, we can then deduce the E and
B fields look like:

17.2 Chapter 10: Potential Formulation of EM

Recall that in 110A, we introduced eletrostatic and magnetostatic potentials, and introduced E = —VV and B = V x A. We
introduced this with the motivation that it can simplify some problems: in the case of E, using V' is nicer because it’s a scalar
equation, but the same argument can’t be said for A. So why did we introduce A, if it is also a vector quantity? It turns out that A

is actually measurable effect in quantum mechanics, through the Aharonov-Bohm effect.

The setup is as follows: you have an electron gun, and a double slit system. We then place a solenoid that generates a B field which

runs perpendicular to the direction of propagation:

- ‘
R —

In this situation, all paths that an electron can take from the source to the screen has a net B contribution of zero, but a nonzero

contribution from A. We find that changing the B field has a measurable, and hence A is actually a measurable quantity!

30



17.3 The case for potentials

Recall that previously, when we derived the wave equation for E and B, we got the equations:
Vo LoME=0 (V- 20)B =0
(V2= SORE=0 (V:~ 50P)B =

1
Vv Ho€o
at the speed of light, but more importantly that it takes time for them to propagate. If we now include source terms p and J, the

And it’s from these equations that we get c = to be finite. This, as we know, means that electromagnetic waves propagate

equation becomes:
2l 1
(v B 0; )E=—Vp+ podJ
C €0
1
(V2 - gaf)B =—po(V x J)

The source terms make this wave equation very complex, since it depends on derivatives of p and J. Its dependence on these terms
also means that the solution to the E field at a time ¢ is not simply by integrating the charge density at an earlier time — there are
velocity and acceleration contributions that we need to consider. To fully solve the equations for E and B, we use a potential-based

approach.

17.4 E and B using Potentials

From Maxwell’s equations, we know that V - B = 0, so we know that B must be divergence-less. This is consistent with our
current formulation that we can express B as the curl of the magnetic potential, B = V X A, since V - (V x A) = 0 for any vector
potential A. On the other hand, we know that V x E = —0,B, so E is no longer curl-less, and hence E = —VV is no longer a
sufficient equation. How should we modify our equation for E then? The solution is to "redefine" V, since we can rewrite Faraday’s
law using A:

VXxE=-0,(VxA) = Vx(E+09A)=0

so the quantity E + 0, A instead of just V x E that is curl-less. By Helmholtz’s theorem, we can then write this quantity as the
gradient of some scalar function V, and hence we have:

E+0A=VV —= E=-VV -0A
Notice that the V' is the same as the electrostatic potential we introduced earlier, but now the E field is not determined exclusively
based on V but also in terms of this 0; A term.

So now, we can use this new E to find the new form of Gauss’s law fully in terms of potentials:

V(-VV-0A) =L = vV-v.(9A) =L

€0 €0
The Ampere-Maxwell also looks different:
V x (V X A) = /JQJ + /.I/QGOat(—VV — 8tA)
V(V . A) - VQA = /L()J - uoeoat(v‘/) — ,U,Oe()atQA
(V2A — 110egd?A) — V (V- A + poegd, V) = —pod

And those are Maxwell’s equations written purely in terms of potentials! Rewriting them slightly so that the equations look prettier:

V2V + 0,(V - A) = —% 17.7)
(v2 . ;at> A-V <v A+ ;atv> = —pod (17.8)

These two equations will be the focus for the upcoming lectures, as we find a way to solve them.

31



18 March 5

Last time we left off, we derived the equations of motion for electric and magnetic potential V' and A. Before we actually go ahead

and solve these equations of motion, we will first talk about gauge transformations.

18.1 Gauge Transformations

To begin our discussion, let’s first start by looking at the number of degrees of freedom our equations give us. Because E and B are
vector quantities, it would seem that we have 6 degrees of freedom, but in reality we know from studying waves that they only have
two dynamical degrees of freedom: in the case of plane waves, we know that E - k = 0 which knocks one degree out, and once E is

determined then so is B via B = %f( x E, so this gives only two degrees of freedom.

Now, if you swap E and B out for V and A, it seems that you’ve introduced two extra degrees of freedom: V' supplies 1 and A
supplies the other three. What can we do with the extra two degrees, if they cannot manifest themselves in the underlying E and

B? The answer is that it gives us some freedom in how we choose to define V" and A.

To illustrate this point, recall that we've defined B = V x A. Because we know that the curl of a gradient is zero, it means that
applying the transformation A — A’ + V) doesn’t affect the underlying B field, since A’ =V x A+ V x (V) =V x A. The

term ) here is called a gauge, and the fact that B doesn’t change means that B is invariant under this gauge.

Now let’s say that we do introduce V) to A. Then, in order to preserve the relation E = —VV — 9;A, how should V' — V'

transform? To figure this out, we look at what happens when we substitute A’:
E=-VV' —-9A"'=-VV' -0, (A+V)\) =-VV -9A

It’s clear then that in order for the equation to hold, then we require V' =V — 9, ), so that the 9; V\ terms cancel each other out.

So, the full gauge transformation is:

VoV =V-09A\
A—A'=A+V)

Now, any scalar function X\ here will work. So, we will choose a particular A that allows V" and A to satisfy some additional
conditions, which we can do because A does not matter. This is the process of gauge fixing: we leverage the gauge invariance to

choose a A that is particularly convenient for us.

18.2 Coulomb Gauge

The first gauge transformation we will look at is the Coulomb gauge. Under this gauge, we choose A such that V- A = 0, or in

other words we choose the A such that V2\ = —V - A. The equations of motion then become:
vy =L
€o

1 1
(V? — c—28t2A) -V <023tV> = —poJd

This gauge isn’t particularly useful because the equation for A is still not very nice. But, it serves as a good example to show how
we actually go through the process of gauge fixing. Suppose we have an initial potential A’ that has V - A’ 0 (for the moment
I will use the prime to denote the original and the non-primed to denote the new one after introducing the gauge). Then, if we
introduce a gauge A such that VX = —(V - A’), the transformed potential satisfies:

V- (A +VN)=V- A +VA=0

This then implies, as we’ve said before, that V2V = —%. In the case where p # 0, this ) is all we can do to fix the gauge - we’ve

run out of "extra" degrees of freedom to introduce further gauges \'. However, in the case where p = 0, this is not the case. We can
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in fact perform another gauge transformation by introducing A’ such that V2)’ = 0, which doesn’t affect our original gauge fixing
because:
V-A+VN)=V-A+VN =0

so we are allowed in choosing another ). Under this so-called residual gauge transformation, we know that in terms of V this
manifests itself as an additional —d; )\’ term, so if we set ;)\’ = V, then this gives us a final V such that V' = 0.7 So now, with \’
we get the equations:

V=0 V-A=0

and we’ve therefore reduced the original 4 degrees into two degrees of freedom, those two supplied by V - A = 0. Explicitly,
V - A = 0is written as:
0z Az +0yA, +0.A, =0

We have freedom in choosing two of the three values here: suppose 9, A, = k, and 0,4, = k,, then we are forced to choose

0.A, = —ky — k.

19 March 7

There was an error in the lecture recording, so the notes for this lecture were pieced together using the provided note and lecture
audio.

Last time, we talked about the Coulomb gauge, which gave us the equations of motion:

r
€0

1 1
<v2 — c23§> A=—ppJ+V (CQEW>

ViV = —

As we’ve said before, the Coulomb gauge is not very useful in electrodynamics, since the time derivative terms are quite a nightmare
to deal with. What is worth commenting on is the equation for the static potential: the fact that the equation doesn’t change even

when we introduce time dependence means that the electrostatic potential can actually be measured acausally:

V(t,r) = ! /MdT/

47eg 2

While this may be disturbing at first, it is important to note that V' by itself is not measurable, and it is instead the electric field E
that we measure. To that end, the electric field takes on the form E = —VV — 9; A, which is not instantaneous so there is no real

causality breaking here.

19.1 The Lorentz Gauge

Aside from the Coulomb gauge, we also work with the Lorentz gauge, which sets:
1
V-A+50V=0 (19.1)
c

To see how this is enforced, suppose we perform the transformation (V, A) — (A’ — 9;A, A’ + V). Then, in order for the above

equation to hold:
1

1 1
V(A" + V) + C—zat(v’ —0\) =V -A +ViIA+ C—Qatv’ ~ gafx

so, enforcing A to satisfy:

1 1
<v2 - cza,?) A=— (V A+ c28§V’>

"Note that this V' is not the original V' - it’s been transformed twice, so in terms of the original V' the equation is actually V' — V — 9: A — 8; )\, where we set

O\ =V — 94 to get a net zero potential.
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ensures that we get the desired condition. With this condition, the equation of motion now reads:

1

V2V — gafv = —é (19.2)
1

VA — C7831& = —pod (19.3)

This is obtained by putting gauge fixing condition into equations 17.7 and 17.8. These are the wave equations for the potentials V'
and A. However, this one gauge fixing condition doesn’t completely fix the gauge. You can actually add another gauge A\’ while still

keeping equation 19.1 intact, as seen below:
1 ! 1 2y/ 1 2/

so as long as we choose )’ such that the second term is zero, we are allowed to add this extra gauge. The implications of this are as
follows: because we modify V' by adding a time derivative to 9;\ and we modify A by adding a gradient VX term, it is possible to
find a \’ that makes both V' — 9;\" and A + V) zero. So, this means that we can always take some nonzero (V, A) and use this
extra gauge symmetry to transform both fields into the zero field (0, 0). This reduces another degree of freedom, and hence we are

left with two, consistent with EM waves.

19.2 Retarded Potentials and Fields

The benefit of the Lorentz gauge is that it transforms the equations of motion for V and A into four copies of the same equation,

named the Klein-Gordon equation:
1 92
2 —
(v - 62 8t2) (b(t? r) - p(t,r)

Here, ¢(t,r) represents the potential and p(¢,r) is a general source term. To solve this equation, we can use Green’s functions,

which first involve solving the equation using a delta function as the source:

2
C

Then, once the solution to G(¢, r) is found, we can find the general solution for ¢ by simply integrating:

o(t,r) = /d4:L" o', Gt —t',r—1') (19.4)

You can also check explicitly that this satisfies the Klein-Gordon equation, we’ll leave that as an exercise. The intuitive idea for why
this works is that we first solve the equation for a point potential with the delta function §(*) (¢, r), which gives the contribution
to the potential ¢ by a single point source at (¢,r). Then, we integrate over all the point sources with the integral, which come

together to give us the full equation for the potential of all sources in the system, and that solves for the field.

19.3 Solving the Green’s Function Equation

One way we can solve for Green’s function is to solve it in momentum space, by considering the solution to the Fourier transform

of the equation. To this end, we can write Green’s function as a sum of momentum modes GJ:
G(t,r) = /d4k’ Gre*=

and here we use the four-vector k = (k°, k) with k - x = —k°t + k - r (we use the (—, +, +, +) convention here). In momentum

space, let’s derive the equation for Green’s function:

1 . 1 )
2 92 4 ik-x _ 4 ik-x
(V at>(27r)4/d k Gre (2#)4/d ke
(V2 -87) / Ak Gre™* = / d'k e
(VQ _ 8152) erika: _ eik-:c
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Now let’s expand the k - « on the left hand side:
G (V7 — ) ei-Hrker ik
Then, computing the derivatives, we have:
G ((kO)Q — k- k) eik»:v — eik-ac
(K°)? —k-k)Gp=1

1

G =

E(CUEE Y
With this, we can now write the full integral for G(¢, r):

1 eik-z
G(t,r) = @) / d*k (OS] (19.5)

There are some problems with this integral though: firstly, it’s not well-defined, especially when |k°| = £v/k - k, which will cause

the integral to blow up. Therefore, treating this integral classically is not the right idea, and we will instead have to borrow some

tools from complex analysis.

20 March 10

Recall that in the last lecture, we derived the following form for the Green’s function equation in momentum space:

d4k eik-®
661 = | oy e

The denominator is troubling, because it implies that the integrand blows up to infinity when k° = +|k|, so we need to evaluate

this integral using complex analysis. We will introduce all the tools necessary for complex analysis necessary in class, so there’s no
need to look for outside sources. However, for a full treatment of complex analysis (highly recommended!) you should go take a
full course on it — there’s just no way to do it justice in 3 lectures of time. With that said, let’s try our best to illustrate the main

components we’ll need from complex analysis.

20.1 Complex Analysis

To start, let’s consider the basic complex plane:

z=x+1y

x = Re(z)

A complex number can always be decomposed into its real and imaginary component, in the form z = x + iy. This can be
represented in the complex plane as a point (, y), so in this sense you can think of the complex plane as an analogue of R?, but

there are key differences, as we shall see in the coming lectures. We can also define the complex conjugate of z as z* = x — 1y,
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where we basically flip the imaginary component. Now, motivated by this real-imaginary decomposition, we can define a complex

function f : C — C as a map that takes one complex number (x,y) and transforms it into another complex number, written as:
fx,y) = u(z,y) +iv(z,y)

So just like we can separate complex numbers, we can separate functions too. Now, if we are to consider the derivative of f(z):

df
dz
zo
This is not always uniquely defined in the complex plane. The reason is because in principle there are many different ways that you

can approach z( in the complex plane — from the left, right, above, etc.. So, in order for the derivative to exist, what needs to be

shown is that in all the ways we can approach 2y, the quantity:

lim f(z0 + Az) — f(z0)
Az—0 Az

exists and is the same, only then can we conclude that f(z) is differentiable at z. Because this is true for any dz chosen, one

necessary condition for differentiability is then that the derivative is the same when dz = dx and dz = ¢dy. If these are equal, this

means:
of _1of
or i 0y

du v _1(0u 00\ 0w oo

or " 'ox i oy Z@y N Z(“)y dy

Comparing the real and imaginary parts, we get the system of equations:

Ou Ov  Ov ou

dx  dy dx  dy
These are canonically called the Cauchy-Riemann Conditions. Note also that we can express this in terms of 0« f. Recall that

z =z + iy and z* = x — iy, so therefore:

o9 9rd o 10 10 1 ,
9: " 9200 920y 20w T30y 2% %)
9 9rd o 19 109 1 .
dz*  Oz* Oz * dzx 0y 20x 20y 2(8004—281,)

Therefore, applying 0 f:
1 1 )
Ouef = 5 (B +10y) f = 5(0att = Dy0) + 3 (D + yu)

The terms in both parentheses are the Cauchy-Riemann conditions, so the Cauchy-Riemann conditions are equivalent to saying
that 0.« f = 0. It turns out that the C-R conditions, along with a constraint on continuity also provides a sufficient condition on

differentiability, which we summarize in the theorem below:

Theorem 20.1: Differentiability

A function f(z) = u(x,y) + iv(x, y) is differentiable in a region of the complex plane if and only if the Cauchy-Riemann

conditions are satisfied, and all first partial derivatives of u and v are continuous in that region.

Definition 20.2: Analyticity

A function f : C — Cis analytic at a point 2 if it is differentiable at 2o and all other points in some neighborhood of z.
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20.2 Integrals of Complex Functions

Now let’s consider integrating a function f = u + v along a path P:

/Pfdz:/P(u-i-iv)(da?—&—idy):/P(uda:—vdy)—i—i/(vdx-i-udy)

P
Written this way, it is reasonable to think of integrating f as taking the line integral over a path P of two real vector fields A (u, —v)

and Az (v, u):
/fdz:/Ayerri/Az'dr
P P P

Now borrowing from multivariable calculus, we know that these integrals are path independent if the vector functions A; and A,

have zero curl. But, looking at the conditions for A; and A to be curl-less:

VXA =0,A1, — 0yA1, = —0,v — Oyu
V X A_2 = 81A2y - 8yA21, - 8lu - 8yv

These are exactly the Cauchy-Riemann conditions! So, if a function is analytic along all points in a path P, the resulting integral is

path independent. We can extend this even further, by saying that if f(z) is analytic on a closed contour C and all points inside the

7£f(z) dz=0

The point about f(2) needing to be analytic on all points within C is a detail that needs further elaboration. What if f(z) has a

region bounded by C, then:

singularity inside C? Suppose f does have a singularity at zy. Then, we can expand f as:

e’}
a_9 a_1

f= Z an(z—zo)":-“Jr(Z_ZO)Q+Z_Z0+ao+a1(z—zo)+...

n—=—oo

Now, if we consider a circular contour C centered at zg with a radius of R:

C

then we write z = zy + Re'?, so we re-express z — zg = Re in the definition for f. This definition also means dz = d (Rew) =

iRe™ df. So, the contour integral becomes:

2m o0
jf{f dz :/0 ( Z an(Rew)"> iRe™ df

n=—oo

o0 27
_ Z Z/ R, ei+HD0 g
0

n=—oo

o0 2

= Z iR”“an/ et gp

n=—oo 0

Now, the integral over 6 is only nonzero when n = —1, where we have fo% df = 2m. Therefore, the integral becomes:

% fdz=2mia_4
Je

This quantity is sometimes called the residue of f at the point zo, which is sometimes denoted as Res[f(z0)]. As an aside note, in

the case where a,,, = 0 for all m < —2, then we can find the residue a_; by using:

Res[f(z0)] = a—1 = lim (2 — z0) f(2)

Z—20

This is true because if all the terms m < —2 are zero, then the only factor that doesn’t contain a z — 2y term is a_1, so taking the

limit immediately extracts the term.
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Recall that last time, we talked about analytic functions, and we said that if f = f(z) is analytic on a contour C and the region
inside C, then §, f(z) dz = 0. Then, if f has a singularity within C, then

?{f (z) dz = 2mia_4
C

where a_ is the coefficient of the inverse power (z — 29) ~!. Now, even though in the previous example we used the contour of a

circle, we can generalize this to any contour as well. Consider the following contour:

C

The diagram may be hard to see, but essentially the inner circle is C;, the outer curve is Ca, and we have a path P that enters
and exits. Assume that we make the gap between P and —P to be infinitesimally small, so that the entire integral approximates

the contour C as best as possible. Here, the enclosed region of C does not enclose any singularities, so we know already that

$. f(2) dz = 0. Now, if we expand the left hand side:

frwi= [ r@ar [ f@dr [ @[ e
c Cy Ca P —-P
the integrals over P and —P of course cancel, so we have:
2miRes[f(z0)] = f(z) dz
Je,

In some sense this is actually very similar to Ampere’s law. Recall that Ampere’s law states § B d€ = 1 lenc, so if we imagine a
current going in the Z direction a loop enclosing it in the xy-plane:

We know from 110A that here the B field from the wire can be expressed as

_ Mol

B =
27r

(ignoring the vector comopnent for now), so if we deifne I = *;LWI, then we write Ampere’s law in this case as

/Bd£:27rf
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So in this sense, we can think of the current flowing perpendicular as a kind of singularity. Of course, you could extend this argument

to having multiple currents, and likewise there’s nothing stopping us from doing the same in complex analysis, so in general:
f f(z)dz = ZQm’ Res[f(zn)]
c n

Now, coming back to physics, remember that our goal is to solve for Green’s function G(t,r) for the Klein-Gordon equation
(V2 = 02)G(t,r) = 6 (¢, r). Moreover, we showed that:

d*k ei(katJrk-r)
Gltr) = / (2n)1 (K02 — K]

Now, we can write the denominator as a difference of squares:

d4]€ i(—k%t+k-r 1
G“"“):/ o ){<<k0—k|><k°+kl>

Clearly, we have singularities at k° = +|k|. Using what we’ve learned from complex analysis, integrating over £ € R is the same

as integrating over k” € C, but integrating over the real line only. This means we take the integral:

—[k[ | k|

Clearly we can’t do this immediately because of the singularities at +|k|. Further, because the residue theorem requires a closed
loop, we can’t immediately apply that either because the line is not closed. So, our strategy is to basically integrate over a loop still,

but make the extra part we add contribute nothing to the overall integral. We can do that as follows: for ¢ > 0, we can use the loop:

The idea is basically to close the loop by using a very large semicircular arc, which can be parametrized as:

efi(Re(k°)+iIm(k0))t _ efiRe(kO)telm(kO)t

Im(k°)t So, we've

when Im (k") < 0 and ¢ > 0, then the factor from this contour exponentially decays away, due to the factor of e
successfully create a loop where the extra contribution doesn’t matter at all. Similarly, for ¢ < 0, we can use the other half circle

with the same purpose:

Finally, we can deal with the singularities themselves. Because we aren’t allowed to walk over them directly, our strategy will

basically be to "walk around" them:
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— k|

so now our integral can be decomposed into three parts: the straight parts, and the two loops, all of which are well defined.
Introducing these loops also begs another question: how should we go about choosing whether we go above or below them? There
are 4 ways in total that we can go over both singularities, so how do we know the path we’ve chosen is the "correct” one? The
answer to this question depends on the physics of the system: in our case, since 6(*) (¢, ) has a spike at ¢ = 0, then we expect that
for t < 0, our integral should evaluate to zero and for ¢ > 0 we expect a nonzero contribution. Therefore, for ¢ < 0, we should
choose a method that doesn’t enclose the singularities at all. By that same token, we should choose the contour that encloses both

singularities in the ¢ > 0 case.

22 March 19

Today, we will finally solve for Green’s function. Last time, we talked about how the ¢ < 0 case integrates to zero by choosing the

path that avoids both singularities, and now we choose the path that includes both for ¢ > 0. Recall that the integral we want to

d4k eik~w
66 = | e e

solve is:

and the contour we will integrate over is:

— k| K|

Remember, we want to include both singularities so this is the only contour that we can choose. First, we will invoke the identity

az—ibQ = % {aib — —] this will allow us to write the integrand as a Laurent series, so we can extract the a_; term directly. So
the integral to solve is now:

1 PR | 1 1
dsk dko —ik"t iker _ — o
<2w>4/ / c e 2|k| KO = k| KO+ [K]

1 1
d3 / ]{30 —ik%t zkr /dS / ]{50 —ik%t zkr
/ 2\kl (k0 — Ikl 2[k| (k0 + [k])

The residue for these two integrals can be found using the limit as k°
1 —273 1 1 ;

d‘3k iker —ilk|t ddk ikr 2 i|k|t
e | g g [ e g
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the negative signs in the (—27i) are there because of our choice to evaluate the integral clockwise. Now the integral can be

combined together, giving:

i /d% oiker (ei|k|t _ e—i|k|t)

(2m)? 2|k

WLOG, we set k3 in the direction of  (recall, this is the vector pointing from the origin to the source), therefore the integral

i /oo d‘ka‘Q /Tr ei\k\'rcosG (ei|k|t _ 67i|k|t) 0 do /27r d¢
S11
(2m)% Jo 0 2[k| 0

evaluating the  and ¢ integrals simultaneously:

; oo ilk|r _ o—ilk|r) (pilk|t ,—ilklt 0
: 1)2/ k| [K[2 |1| (e e )|(e e ) of 1)2i/ d|k| |:(ei|k\(t+r) +e—i\k|(t+r)) _ (€i|k\(t—r) +e—i|k\(t—r))]

Now, doing a change of variables from |k| — —|k| on the second term in both parenthesis expressions, then:

o0 —00 0
/ d|K| e HkI(t+r) / —d|k| ikl (t+r) _ / d|k| ikl (t+7)
0 0 o

becomes:

This allows us to transform the integrals in both parentheses into one integral involving one integrand each, and integrating over

all space. Therefore, we have:
11 /Oo d[ic] el /OO di ™= | = 154y = 5(t — 1))
(2m)2 2r | J_o oo 4mr

Since we only consider ¢ > 0, then the §(¢ + ) term never matters since we never reach the spike at t = —r, so we can remove that

term from the expression entirely. Thus, the solution is:

—L 50— t>0
Gty =] FOUT)
0 t<O0

With Green’s function solved, we can now proceed to find the potentials ¢(¢, r) using equation 19.4:

1 tra !
V(t,r) = /de,Feop( ¢r) (22.1)

So this gives us

where ¢, = 7 — 2 is defined as the retarded time. This should make sense: the potential at a given point is determined by what the

source was at a prior time ¢, rather than the current time, since that would violate causality. Similarly, the magnetic potential A is

A(t,r) = Z—;/d%'@ (22.2)

Finally, once we have A and V, the we can find E = —VV — 9;A and B =V x A.

now:
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So far, we’ve solved the potential (V, A) that satisfies the full equations of motion:
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and the solved potentials take the form:

2

Ity
A(t,r) = %‘;/dT’ I r) ’:r)

1 v X
V(t,r): 47T60/d7_/ p(t I‘)

Now, we want to find a general expression for the fields E, B. One way we can do this is by directly using the equations
E=-VV — 9;A and B = V Xx A (which is what Griffiths does), but an alternative way to do this is to use the Green’s function

approach we developed from earlier. The reason we can use this is because if we look at the equations for E and B:
2 1o 1
Ve =507 |E=—(Vp+ podJ)
C €0

1
(v2 - 0283) B=—u(VxJ)

we can see that the left hand side is a wave-like equation, so we can just treat the right hand side as our "source terms". Using this

approach, we can wirte the E field as:

D (+ 4 _
Etr) = [ d's' <€10V/P(t’,r/)+/$03tJ(t’7r/)> (-41;5 =t a/c))

1 . 1
- 75/11% (%V’p(t’,r’) +N08t'](t/ﬂrl))

t=t, "
Note that we can’t just throw in the evaluation: [V'p(t',r")];=:, # V'p(t,,1’), because ¢, has r-dependence. To figure out the

exact relation, we look to the index notation:

_on

! /
[V pltr,r) = ox?

0
/ /
6tp<t’l‘7r ) + 8xip(tTaT ):|

Now, the term gi'; is:
ot e V(z—2)F(x— ) _ (x —x); _ %
ox? ! c 2c c
So finally:
1
Vipltr,x') = Zplte,t)o+ [Vp(t 1)y, = Vip(t', 1) =V'p(tr,x') = —p(t,, r')2
t=t,
Putting this back into the E field equation:
_ i 3/ l VTN, 1 . N~ , l
E(t,r) = ppm A’z LOVp(t,r) Cp(tr,r)a—l—,qu(tmr) N
1 1 1 Lp(tr,x') I(tr,r’
= — [ B2 |:v/ () p(tr, 1) + 7:0( r )/L Mo (tr,r ):|
4 €0 2 c 2 2
_ 1 3./ p(trarI)A 1p(trar/)A J(trvr/)
47r€0/dx[ 22 /LJrc P 22

This form of E is known as Jefimenko’s equations, and is the most general (relativistic) form for the E field. Similarly, you can

carry out the derivation for the B field, giving the result:

/ ] /

T 22 cr

and that wraps up our discussion of E and B. Now, our next goal for the next few lectures is to derive the field and potential for a
moving point charge, using these equations. To this end, we will begin setting up for it now. Consider a particle moving along
a path given by w(t), and let’s consider the potential at some arbitrary point P. One thing we will note first is that despite the
concept of retarded time, it is still impossible for the field at P at a given time ¢ to be caused by the signal emitted from two different

points in space.

The proof is as follows: suppose that this is possible, such as in the diagram below:
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’U(Atl — Atg)

If this were true, then by the triangle inequality, we’d be able to write:

’U(Atl — Atz) + CAtQ > CAtl
’U(Atl — Atz) > C(Atl — Atz)

)

Y

c

so if this were true, we are forced to conclude that the particle travels faster than the speed of light, which is impossible for massive

particles (that is, particles having mass).

Now, one final comment before we end today’s lecture. The discussion so far with the potentials is only true for point sources. But,
now consider sources which are distributed over a non-point volume. Due to the retarded time, the volume we integrate over to
calculate V'(¢,r), even though we integrate at a fixed time, is not going to be the volume over which the charge is distributed. To
illustrate this further, consider the following scenario:

Suppose we want to evaluate the field at P. The contribution from the front of the cylinder (red) takes a certain time to arrive,
but the back (green) takes a longer time to cover that same distance. Therefore, the signal measured at time ¢ comes from the
contribution of the front, and also the back but at an earlier point in time, to compensate for that extra travel distance. So, when

we integrate over the entire volume, we aren’t integrating over the charge distribution, but an extended version of the charge

distribution to account for the time of travel. We will continue this discussion next lecture.
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24.1 The Potential of a Moving Point Charge

Last time, we derived the equation for the potential:

V(t,r) ! /dst

4dmeg 2

and we left off with the observation that if we are integrating over a moving volume, then the effective volume we integrate over is
not p at a fixed time, since the signal from different points within p take differing amounts of time to reach the point P. Explicitly,

this is encoded in the ¢, dependence of p, since t, =t — % means that ¢, will be different at different .

Again, let’s remind ourselves of the setup, and also label some lengths in the diagram:

From the diagram, we can derive a relation between dL and dL:

vot + dL = dL = cot
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The cét refers to the distance travelled by the signal from the back of the cylinder in the time it took the whole volume to move a

ZiZ:( ¢ >dL
CcC—7v

As-is, this equation is still not complete. We are missing the fact that this only holds if P is directly in the direction of v, so more

length vdt. Then, we can now solve for dL:

generally, we need to extract the component of the velocity that points toward P:

dL = (f)dL
C— 72V

And if we regard a point charge as a really really small volume, we can use this integral to derive the potential of a point charge.

Ordinarily, we know that the integral alone would evaluate to ¢ in the stationary case (since we just set p = ¢6(3)(2)); here it’s

basically the same story except now we scale by the ——5— factor because of the length scaling:

1 tp, 1’ 1

Vit,r) = — / pest) p o L g (24.1)
4meg 2 dmeg 2(c — 2 - V)

Although this approach gets the correct result, it should be a bit unsatisfying given that we got here by approximating a point

charge as having a tiny volume. There is a more satisfying way to arrive at this result, using Green'’s functions. Suppose the point

charge is given by w(t), then we write the charge density as p(r) = 63 (r — w). Using this as our source, then we have:

V(t,r) ——/cdt )(d*x) < l‘ww)qa@(r’—w)

2

= [ean@n == 0 - wie)

47eg

One thing to note about this integral: the first delta function essentially only allows us to choose points in the past light cone, since

we only choose points where ¢’ = ¢t — 2. Now, taking the spatial integral, we see that this effectively sets r = w(t') due to the

Vitr) = /(c i) d(ct —ct' — |r —w(t)]

2

second delta function, so:

To evaluate this, recall the following relation from the delta function:

/‘5 D= ] $0|/ &= e

In our case, we have f(t') = ct —ct' — /(r — w(#'))(r — w(t')), so

df 2(r—w(t))( §) v

e 2./(r — w(t))(x — w(t'))

Now, when you take the integral, we get:

_ 4 ¢
o 4eq |—c—|—%

We should be careful that in this expression 2 = r — w(%,.), so 2 is evaluated at the retarded time, not the present. Writing this

result in a cleaner way, we get the same results as before:

_ 1 ¢
 Admeg (e — 2 V)

The vector potential follows basically the same story: the integral we wish to calculate is:

:@/dgﬂj‘ J(tT7r)
47 2

so for a point charge, J(¢,r) = pv = §©) (r' — w(t'))v(t), so by the same argument, we have:

_Hoqv e _m gV
dr 2 (c—2-v) dm(ecr—2-v) 2

Again, here we have 2 = r — w(t,.): all the quantities here are evaluated at the retarded time, not at the present!
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Today, we’re going to continue our discussion from last lecture. Recall that there, we calculated the following equations for the

fields:
1 qc A—@ qcv
C dwegrc—a -V S dwcer—a-v

One thing to note about this equation is that the scaling factor in the denominator is not due to length contraction! Although they
look similar in form, this factor is a result of the fact that we are no longer integrating over the charge distribution because of its

motion. With V and A, we can now calculate E and B using the standard formulas:
E=-VV-0,A B=VxA

To begin this process, we start by calculating some gradients we will need. First up, we calculate V2:

2(z — 5F — 0wk (¢,
Vaz@i\/(xk—wk)(xk—wk): (xr — wi)(0; w*(t,)) :f—VtT(/l-v)
22 2
Now we need Vt,: .
Vtr = 81 (t — 2) =—-Vz2
c c
We now combine the two equations together and get:
Vi=—2 V=
Cr—n-V cr—2n-v

Next up, Oy2:

here we need 0;t,:

combine again:

2V 1
&ga = — v 8ttr = 1_ av
Now we come back to the main equation:
qc 1 qc 1 qc 1 A k k
—VV = —81' = 81 - . = — 8Z — 8Z
(47‘(‘60 ca—a-v) dmeg (cr — 2 - V)2 (ca—2-v) dreg (cr —2-V)2 |ca—2-v (927 ok = 27(9ivr)

Notice that the gradient of the dot product is very nice in index notation — all you have to do is use product rule, as opposed to

using the product rule given at the end of Griffiths. Now, ;v () is:

ai’l}k(tr) = O0;t, 0, = (&tT)CLk

So now:
vy~ 2 1 (cz—vz)a_v+ (a-2)2
dreg (cr—2-v)2 [cr—2-V cr— -V
As for 0; A:
_9,A = 8, Ho gev(ty) _ Hoge voi(cr —2-v)— (Ov)(cr — 2 - V) _q 1 an—ca-v—/b(a~4)v_}La
drcr —2-v 4w (cr—2-v)? dreg (cr — 2+ v)? cr— 2V

Author’s Note: I will admit that the algebra was done a bit more carefully in lecture than I've typed up here. However, I will also

say that the calculations were largely uninteresting — it’s just a bunch of chain rule so I didn’t bother including it.
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26.1 Field of Moving Charges

Last time, we concluded with derivation of the components to the E field:

S N S (s P PO
dreg (cr—2-V)2 |[cr—2-Vv  cr—2-V
1 2 _ln-v)— .
_9,A = qc 2% —c(2-v) —2(a a)v—aa
dmeg (cr — 2 - v)? cr—a-vV
Putting these two together:
1
E-= 43:60 =2 V) [(02 — v} — %(02 — v v+ (a-2)z — %(a c2)v —2a+ %(a : v)a}

Using some triple cross product magic:

B i A€ ) (2] rax (s 1) xal )

The first term is called the velocity term, and the second is called the acceleration term. Notice that the second term in the braces
2

scales as 24, so overall the acceleration term scales as % This will become important in chapter 11, when we talk about radiation.

With E calculated, we calculate B:

1 ..
B=VxA=V (%v) = S0,V )or + VOjtra

working out the cross products and chain rule using the identities we derived in last lecture, we get:

_ _Ho_ 9
4 (e — 2 -v)3

2x [(2=v?)v+(a-2)v+(c2—2-v)al

with some reorganization, it is possible to then find that B = %4 x E, consistent with our earlier conclusion with waveguides.
Another thing to note is that everything in these equations should be evaluated at the retarded time! Thatis, » =r — w(t,),v =
v(t,),a=al(t,).

Example 26.1

We will explore an application of the formula we just derived by considering a particle that travels at constant velocity. We

will choose our coordinate system such that the particle travels along the x-axis. A diagram of the situation is as follows:

Y

In this case, we have a = 0 and w(t) = v(¢) = vtX. Therefore:
r=r—w(t,)=r—vt,

and consequently,

/z.—iv:r—vtT—F(tT.—t)v:r—vtER
c
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Here, we define R to be the vector pointing from the charge at the present time to the field point r. With this, the E field is

then:
B 47:50 (cr *q’i V)3 [((02 a UZ) (4 B %v))} - 47360 (cr —qz -v)3 (02 B UQ)R

2
as an exercise, you can show at home that ¢z — 2 - v = cR {1 -5 sin? 9} , but we will use that result to simplify the above:

’U2
_ ¢ R (1_ *)
"~ 4rey R? (1 _ ﬁsinz)i‘/?

c2

Now, notice that the direction is determined by R, which means that the field direction of is given by the position of the
particle in present time, not retarded time! In addition, because of the sin 6 factor in the denominator, it means that the E

gets stronger as  — 7, and the field lines "squeeze" closer in that direction. This is better illustrated via a diagram:

E

la 1 2 ¢ R 1—v?/c?
B=-2 E:—(R a )x =
cn R (471‘60 R% (1 - % sin® 9)3/2

Becuase R x R = 0, only the second term survives. This gives us a B field that circles around the particle:

Y

We also talked about an intuitive way to think about this, called the Thomson Kink Model. To be completely honest, I
can’t explain this part of it better than Griffiths does, so just read examples 10.4 and 10.5 there for a better description.

27 April7

Today, we will begin discussing chapter 11, which is about radiation. Specifically, this chapter will deal with fields which decay as %

as opposed to %2 as we typically see in electrostatics. We have to handle these fields with care, because quantities like the power:

" 1
P:jé —(E x B) da = finite
r—oo MO
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are finite for such fields even as 7 — oc. In this sense, we sometimes say that the energy is able to "detach” away from the sources
and propagate all the way to infinity. From Jefimenko’s equations,

/ : / ] /
E— 1 /[p(tr,r);‘+p(tr,r);‘_J(tr,r);‘] g

 d7eg 22 cr c2n
J t'r‘ ! A J t7‘7 ! ~
B:@/ ( ’r)xa—l— ( r)xa
4T 22 1

Based on these equations, the terms with % dependence are the p and J terms. In order to calculate the radiation field, we will make

some approximations:
1. r > d, where d is the length scale for the size of the source.
2. A=~ Z > d. This is used to suppress the details concerning the structure of the source itself.

3. T Zor % < . This assumption ensures that the time varying changes in the source have a significant impact.
Example 27.1: Electric Dipole Radiation

To illustrate a sample calculation, we will use the situation of electric dipole radiation. Consider a positive and negative
charge separated by a distance d, oscillating according to ¢(t) = go cos(wt).

+q
I
—q
Given this, the current is I = qv = —qow sin(wt)z. We can also calculate the potential very easily, as it is given by:
R

Now, we can calculate the approximations we need separately. First, we will need to approximate 2 :

d\> d 11 d
24 =412+ =) FrdcosO~r|1F —cosl| — — ~ |14 —cosf
2 2r 24 T 2r

here, we used the approximation that (1 + z)™ &~ 1 4+ na when = < 1, suppressing the higher order terms. This uses the

first assumption of % < 1. Next, we have the approximation of the argument in the cosine:

24 w d wr d
= — || = = = 1 = S ~ -t — S
w (t - ) - [ct r< F o cos@)} wt p ) cosf +

Therefore, we can now evaluate the cosine using the addition rule:

cos [w (t — a—i)} = cos (wt — wﬁ) ) COS [w (tf C) + Wdcosf)}
c c c 2c
T wd

So now going back to V (r, t):

o= S (1 ) oo 3) i - ] o]
- (1— ;cose> [cos [w (t— g)} +sin [w (t— g)} L;fcosﬁ} }
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Now using the small angle approximation (sin § ~ 6, cos = 1), this simplifies to:

d 1 1 dcosf
V(r,t) ~ D%~ cos6 cos {w (t—fﬂ B ik (E) sin {w (t—fﬂ
47eq r2 c 47eq r c c

The first term is the dipole potential from electrostatics, and the second term is the radiation term, indicated by its %

dependence. A similar approach can be taken to calculate A:

Ao [IEnr) o po [P gqusinfw(t-¢)]2

= dZ/
A 2 A J_as2 [r2 — 22'7 cos 0 + (2)2]"/?

Note that we integrate over z’ here becuase J generated by I is only in the Z direction. As for the bounds of the integral,

this is given by the motion of the two charges. So, the integral becomes:

PN d/2 1 ! /
A:—W/ 1+ 2 cosf | sin w(t—i)—i—%COSQ dz'
A —d/2 2r c 2¢

Hogow ., /d/2
=— Z
4 —d/2

Now, we will make some approximations. In particular, the function

= |

(1 + ;—;cos 0> {sin [w (t — %)} cos (u;,z’ cos 0) + cos [w (t — 2)] sin (a;,z’ oS 9)} d7

!
2

27
zero. Secondly, the (2/)? terms are on the order of d3, which is considered small compared to the length scale of the integral,

S|

cos 0 is odd, so over an even interval it just goes to

so we ignore these terms as well. Therefore, the overall integral just simplifies to:

An M09 [ (- 1)]a
dm 1 c
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Last lecture, we found V" and A, and with these fields determined we can get the E and B fields:
2 .
E = Hobot <sm9) cos {w (tff)}O
47 r c

- (80 (1= )]

here, we denote py = qd is the polarization and ¢ = gy cos(wt) is an oscillating charge. There are a couple things to note about this

equation. Firstly, the E and B oscillate in perpendicular directions, which makes sense given what we learned in chapter 9. Further,
these results are also consistent with our conclusion that the E and B fields are in phase with each other, which is also what we

found in chapter 9. With the E and B fields, we can now figure out the Poynting vector:
1 2 [sinf :
SZ(EXB):MO{pOw (Sm )cos{w(t—r)}} £
o c 4 r c

(S) = popiw? sin’ Hf
32m2¢ 1?2

What’s interesting to note about this is that the time averaged S is pointing in the ¥ direction, which is exactly perpendicular to the

As a time-averaged quantity:

oscillation direction. This is what we found in chapter 9, albeit through an intuitive argument back then. Here, we see the explicit

mathematical derivation.

28.1 Rayleigh and Mie Scattering

When considering the interaction between light and particles, there are two limits that we can consider. The first of which is when
the wavelength of light is much larger than the size of the particle. In this limit, because the particles are so small, we can essentially

view them as vibrating coherently with the incoming electric field, and therefore they radiate dipole radiation coherently.
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In this situation, the primary contribution of the waves comes from the dipole radiation, and therefore the radiated electromagnetic
wave is frequency dependent (you can see this via the w? dependence above). This dependence explains why the sky is blue — when
the light from the sun scatters off molecules in the atmosphere (O, N9, Hy), the light scatters off them via dipole radiation. Further,
since the power scales proportional to w?, this heavily favors large frequencies, which is why we see the sky as primarily blue. This

phenomenon is known as Rayleigh Scattering.

The other limit is when we consider the size of the particle to be much larger than the wavelength. In this limit, the wave nature
of the EM waves is suppressed, and in this case the light bounces off these materials just like particles off a mirror. In this case,
there is no frequency dependence, and this phenomenon explains why clouds are white — water molecules are on the order of 1mm,
whereas light waves have wavelengths on the order of 500nm, so all the light bounces off equally, leaving us with white clouds.

This phenomenon is called Mie Scattering.

28.2 Magnetic Dipoles

Now, we will consider discussing magnetic dipoles. Consider the following situation, where we have a loop with a current

I = Iy cos(wt) shown in the diagram:

s I = I cos(wt)

We want to find the electric and magnetic fields over all space. As always, the vector potential can be calculated using:

Af@/J(r,tfa/c) dT,iﬂ/I(r,tfa/c) ar

CArx 2 CArx 2

The reason we can write it in this form is because of the following relation for current density: J dr = JA dl = I dl. Now although
dl has both an x and y-component, the x component will eventually cancel due to the symmetry in the system. Thus, we’re only

left with the y-component. Because we need only care about the y component, then we may write:

I _
A=Hog / It =2/ s g ar
4 2

We will now use the approximations we had from earlier: b < r, = ~ XA > band r > £. Making these approximations, we

A5 (S5 (- )] 4

3t ¢ r c

eventually get the formula:

You can verify this by explicitly computing the integral; in the interest of time we won’t compute it here. Since p = 0, then V' = 0,
so the B field comes directly out of V x A:

B:VXA:—M (Sirr:e)cos{w(t—r)}é

4mc? c

The E field can be found using —0; A:

E— _—89,A = pomw? (sin9> cos [w (t— [)} é

4me r c
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With B and E, we may now calculate the power:

pomaw?

P, = / (S)r?sinf df dQ2 =
12me3

Now, with the electric dipole calculated from last lecture, we can now compare the power radiated by both the electric and magnetic

P 1 (md\ 1 (mlbp*\* W
P. 2\P}) 2\ q c2

To get the approximation, we use Iy = qw and use b ~ d, because we assume the electric and magnetic sources are on the same

dipole:

scale. Now, because we’ve assumed earlier that b < i, this implies wb/c <« 1, hence P,,, < P.. This shows that the electric power

dominates the magnetic power under our assumption, and this explains why we only focused on E waves in chapter 9.
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29.1 Radiation for an Arbitrary Source Distribution

Now that we’ve looked at radiation for specific source configurations, we will now look at how to calculate the radiation emitted by

an arbitrary source distribution. Consider an arbitrary ball of sources, for which we want to find the field V (r, t) everywhere. Well,

V(r,t) = L/—p(r’tr) dr’

4meg 2

the equations don’t change, so:

Calculating this for a general source is usually hard, so we will make some simplifying approximations. First, because the radiation
field dominates at large r, we will make the approximation that 7 > 7/, so that the -1 terms have already died out. With this

r

assumption, we can approximate 2:
/

/Z\/T2+T‘/2+21"I‘/NT(1I"2I‘>
,

Using the approximation that (1 + #)"™ ~ 1 + nz when z is small (and indeed, r - v/ /r? is small since the denominator is quadratic
1 1 -1’
_ = — (1 —+ r 2r )
2 T T

r-r

T t-r 1 #or\?
t— = t— - ~ p(r,t i(r, t —p(r',t
plrvt = 2/0) =p (0= T+ 55 ) e ptrta) o+ plovto) (55 ) + e’ o) ()

in 7), then we can write 1/2:

So, we can now Taylor expand p:

Now, we impose our second assumption, this one being on p and the higher derivative terms. We will assume that the time variation

must be fast enough. This is enforced through the ratios:

Fi

p ) )

’ p

You can essentially think of this as requiring that the wavelength of the waves is much larger than the structure size, or mathematically
r’ < ¢T' ~ \. Intuitively this also makes sense, since high frequency waves die out and don’t make it very far, and what’s left are
the low frequency waves with large . Practically speaking, what this approximation does is allow us to keep only the first order r’
terms. Therefore, our V (r, t) becomes:

11 r rd
- t d / - / / t d / - / /t d /
4W€Or{/P(I‘7 0) T+T/I‘P(I',0) T+Cdt/1‘p(1‘,0) 7’}
_ e 1 t-p(to) + 1 tp(to)
dmeg v 4dmeg 712 4dmey  cr

V(I‘, t) =

For the second term, we use the fact that the electric dipole moment is defined as p = [ r/p(r’) dr to simplify it. The first two

terms should be familiar: these are the multipole expansion terms, and the third one is due to radiation. The third term ends up
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being the only term we care about, since when we calculate the gradient of the potential the third term is the only one that produces

a % dependence term.

For the vector potential, we have the equation:

A= @/7'](1.’“) dr

T drx 2

Since J = pv, computing an integral like [ J dr is essentially the same as summing over each individual charge:
dr; d ;L
/Jdm;qivi—;qidt = g Lo~ o)

so we can loosely approximate such an integral as the time derivative of the dipole moment. Then, because [ J d is already on the
order of r’, any other higher order terms will be second order corrections, and hence we can just take % ~ % All in all, the relevant

potentials are:
L r-plto) , _ rob(to)

T 4meg  cr T A4r v
To find the field, we now take E = —VV — 9; A and B = V X A as usual. Starting with VV, recall that the only term we care

about in V is the third term, so: L1
V), = —V It -pt
(V) = o oV [+ Blt0)

Now the gradient:
; 1, .
0ip? (to) = (Oito)P’ (to) = —Eripj (to)
where we use 0;tp = 7%VT. Now, written in vector form:

B 1 ¢ -p(to)..
(VV): = 4meg  re? f

The 0; A term is easy:

So putting these two together to get E:

1 f"f’)(to)fiﬂf)(to) _ Ho
dmeg  rc? 47 r 4

E - [F x (F % (to)]

where we’ve used the vector triple product identity a x (b x ¢) = b(a-c) — c(a - b) to write it in its final form. To find B, we use
B=VxA:
B=VxA= %Gijkaj].)k(to) = %Eljk(ajto)pk

Again using 0;to = —%Vr, we have:

po gk 1.0\ . HO (o
dmr ( CTJ) Ph [F > Bto)]

Notice that indeed we have B = %f' x E, you can check this for yourself also if you’d like.
Example 29.1

Under the special case p = pZ, p = pZ, and p = pz (i.e. one-dimensional motion), then the E and B fields take the form:

g - Fob(to) <51119> 6

4 7
B_ wop(to) (sin0> p
4mc r

Combined, we can calculate S:

1  polpto)]? (sing\?
S = o (ExB) = ~erze \ 5 ) F
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So the power is:

"= /S' i = L / S0 2 i) dp dg = LolPl0)”

1672¢ 72 6mc

In the case of a point charge, we have p = ¢d, and hence p = ga = qaZ, so the power becomes:

_ Mqua2
6mc

P

(29.1)

This is the well-known Larmor Formula, which gives the power radiated by a point charge. Notice that it only radiates

power when it is accelerated. We will revisit this formula and derive it from a different perspective next week.
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30.1 Radiation of a Moving Point Charge

Recall that at the end of last lecture, we derived the Larmor formula (Eq. (29.1)), which relates the radiation of a point charge to
its acceleration. While the previous derivation does indeed work, it’s not exactly very satisfying (at least in my view), since you
still make the approximation that a point charge is a charge enclosed in a very small volume. We will correct this by deriving the

Larmor formula through a completely different means, which doesn’t involve such an assumption.

To begin this analysis, we start off with a diagram:

We regard the particle as having position given by w(t), and its signal emitted at time ¢ reaches our sphere at time ¢,. In this context,
t is considered the retarded time. Now, recall that for a moving particle, we derived earlier that the electric field follows:

_ 4 r
 dreg (2 u)?

E(r,ts) [(® = v*)u+ 2 x (uxa)]

Recall that the first term represents the velocity field, and the second represents the acceleration field. The B field follows B = %f' xBE
as usual. Our goal is to derive the Larmor formula, so we want to find an expression for the power P(¢) coming out of the particle,

which is the same power that arrives to the sphere at time ¢5. As usual, the power is a surface integral of the Poynting vector S, so:

1 1 . 1 . .
S=—(ExB)=—(Ex2xE)=—[E2—E(E-2)]
Ho Hoc HoC
Because we are only considering the radiation field, we can drop the velocity field since it doesn’t go as % Given this assumption,
this means that E is approximately proportional to 2 x (u x a), and hence the second term which has an E - 2 term will die.
Therefore, the final equation for S is:
1 .
S=—|E}*:
HoC
Now we look to simplify the E term from this equation. To do this, we will first assume tat v = 0 but a # 0; this may look like a
strange assumption at first, but bear with me as we derive this and eventually generalize to the v # 0 case. Under these assumptions,
thenu=c2—v =ca:
2 2
_q 2 3. . 2
E_mmk 2+ cnx (2 xa)l

2
q 1 3~ ~ 2
= o2 s [ 2+ chla-2) —as|
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From here, we only take terms that are proportional to 22 - this is so that we get only the ~ %2 terms for S, and from there when
integrating we get out only the % terms. Now, expanding the square:

2

q 1
B = [ pags (€% + a2 2@ )?)

2.2
R R 2
= (a*2? — (a- 2)?)
Now, a - » is the same as a2 cos 6 by definition of the dot product, so this now simplifies to:
B2 = B0 G2y
1672 22

S 1og2a’ (sin2 9) 5

1672¢ 22

So now we have our final expression for S:

Finally, the power:

2.2 ™ 27 2.2
P:}{Sda:mqa / sin2051110d0/ dp = 104 @
1672¢ J, 0 6me

which is exactly the Larmor formula, this time derived without the assumption of volume. It should also be clear after this derivation
that the Larmor formula only works when v = 0, as that was one of the assumptions we made to simplify E. Generally, this is a
pretty good approximation anyways for v < ¢, but to be completely formal, when v # 0 we have to consider not only the fact that
E changes but S changes too. To see this, consider a moving particle, and think about the number of wavefronts emitted over a

given time interval, versus the number of wavefronts received at a distance away:

particle -

S, screen

Because of this velocity, you can check that the effective wavelength Aoy = (¢ — v)T, where T is the period between the wavefronts.
The number of wavefronts received Nyeceive 1S given by:

cAL) [ Ne c c
Nreceive = ( )/ = = = Nemit
At (c—v)T c—
Now in the general case only the velocity in the direction of emission matters, so we replace v with v - %, giving us the formula:
V-2
Nemit = (1 - T) Nreceive

We will continue this discussion next time and see how this subtlety affects the power emitted.
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31.1 Lienard Formulation

Last lecture, we left off with our discussion of a general formula for the power radiated by a particle when v # 0. Picking up where

we left off, we concluded last that the power emitted and the power received at a time ¢ later may be written as:

dw  dw (1 a~v>

dt dt, c
dw
= 1 (I=(cr—2n-v))
= dI/Vi(u 2)
T dts en
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Now our E field is of the form:
__4a K
 dreg (2 )

[2 X (ct x a)]

Now, the power emitted by the particle may be written as P = [ S da, and the infinitesimal area may be decomposed as da = r? df2,

where (2 represents the solid angle. Thus, we may write % as:
dP 1 7> 2? 2 2
- = - X X .
dQ  poc (167’1’26(2) (2-u)b [ (uxa)l” )2

S

Ordinarily this would be fine, but to account for the velocity of the particle, we have to scale this by the factor introduced at the

beginning of the lecture:

dP 1 ( q° 22 u-a) @ |ax(uxa)]?

- = - 2 . 2 =
dQ  poc \ 167262 (2 -u)b [ (u x a)] ) ” ( cr 16m2¢p (2 x u)®

The power then, is this this integral over the solid angle:
2
) (31.1)

dpP . 10g°7° 2
P=¢ —sinfdldp="——- —
?{ aq A do="g
This is called the Lienard generalization of the Larmor formula. Notice the factor of v present in the numerator, meaning that the

vV X a

c

added contribution due to the velocity (from the first term) is very negligible, until we get to speeds v ~ c.

31.2 Bremsstrahlung (Braking Radiation)

This occurs particularly in the case where v || a. So, first we calculate some cross products:
uxa=(cz—v)xa=czxa = ax(uxa)=crx (2xa)=cr(2-a)—ca
Thus, the numerator |2 x (u x a)|? becomes:
|2 x (uxa)> =c?a®+ (a-2)? —2(a-2%) = a®®(1 — cos? 0) = 2a®sin? 0
The denominator % - u becomes:
ru=2-(ch—v)=c—v-a=c—wvcos =c(l— [cosb)
we define 8 = v/c. Therefore, putting this all together:

dP ¢ [ax(uxa)’  pogPa®  sin’f
d2 167 (a-w)S  16mc (1 - Feosh)’

There is also a maximum angle that the radiation is shot out of, which you will do for homework.

Example 31.1: Stability of "Classical" Hydrogen Atom

Consider the classical model of a Hydrogen atom, with a proton with +e charge in the center and an electron orbiting it at a

distance of R ~ 10~!% m. Classically, the energy of the particle is given by:

1 ke?
U= gmit -
According to the formula for centripetal force:
ke? mv? . 1 5 ke?
— =M. = —— —mu® = —
R R 2 2R
combining this with the previous equation yields a total energy of:
ke
2R
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This numerically comes out to about -13.6 €V, the well known ground state energy of hydrogen. From this calculation, we
can also deduce v, which comes out to roughly v ~ 10~ 2¢, so this motion is still considered non-relativistic. So, we can use

the Larmor formula: -
— g T
6mc
Now that we know accelerating particles give off radiation, so given that the electron radiates energy how long does it take

before it loses enough energy to crash onto the proton? Well, we can calculate that now:

diE:_P:_uoqQa2 d [ ke?\ _ pog® (v* 2:_uoq2 ke? \ 2
dt 6mc dt 2r 6mc \ 7 6mec \ mr?

equating the two, we now have a differential equation in 7:

ke? dr _uoq2 ( ke? )2

w2dt  6me \mr?

doing separation of variables and integrating to the characteristic time 7, we get:

AT} 5 353 -11
T=—/—m"c’ Ry ~10""" seconds
e

This is really bad! Obviously this is not true, and it’s one of the many things that motivated quantum mechanics. As you
know, quantum mechanics doesn’t treat the electron as a physical object around the atom but rather models its position as a
wavefunction, resolving this paradox.
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32.1 Self-Force/Radiation Reaction

Recall the Larmor formula for nonrealtivistic particles:

s = ot
o (e
From this formula, it may be natural to assume that the power, which is also written as F - v = —P,,q4, but this is not true! The

reason for this is because the Larmor formula only considers radiation that extends to infinity, so the power contributed by the
velocity field is missing.

However, because energy continuously flows in and out of the velocity field, it is possible for us to still use the above formula, just
only when the net velocity of the particle is zero. For periodic motion, this would mean that we can consider the motion over a time

interval 7 where the particle returns to the same place, at which point the contribution by the velocity field should be zero. Thus:

T T 2 2
/F.th f/ Hog"a”
0 0 67TC

__/T pog” dv dv
Jo 6mc dt dt

T 2 42 T d 24
:/ fogq J.th_/ d (pog”dv N
0 6me dt2 0 dt 6me dt
The second term equals zero if the particle returns to the same spot. This leaves us with the equality:

T T 2 12
/ F-vdt:/ Hog” 47V
0 0 67TC dt2

pod? v
6mc dt2?

comparing the integrands, we get the result:

Frad =
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This is known as the Abraham-Lorentz formula. However, this is not a very rigorous way to obtain this equation. Firstly, not all
motion is periodic, so why does this formula work for nonperiodic motion too? Secondly, this only tells you about the self-force
for the component F\,q that is along the direction of v, since the integrand is really F' - v on the left hand side. So we need an

alternative method to derive this formula.

Before we do though, there is something interesting about this formula that we can point out right away. When forces have a
dependence, invoking Newton’s second law: ) s

‘é‘%a =ma
this is a differential equation for the acceleration, with solution a(t) = age!/”, and 7 is the prefactor on a. The interesting thing is
that a(t) is now increasing with increasing time, meaning the acceleration gets faster and faster as you go on. Conversely, if you
insist that a = 0, then you will find that if you do try to apply an external force, the particle starts responding to that force before
you even act on it. Obviously both of these solutions are non-physical, but so far there is no mathematical reason why we should

reject them.

32.2 The Dumbbell Model

Now, we move on to finding a better way to derive the Abraham-Lorentz formula. To do so, we use a so-called dumbbell model, in

which we split a charge into a tiny dumbbell with half the charge each:

Y
+q/2¢-------- ~#1
d
—q/24-------- ~ 42

Recall that the equation for the field of moving charges is given by:

E(r,t) = 4:60 ﬁ [(¢? = v*)u+2x (uxa)]

For simplicity of the model, we will assume that v(¢,.) = 0 so that u = ¢, and a = a%. Now, let’s consider the force on charge #1

due to charge #2. In this case, we have:

wm (R4 dy, b= D
VRt Er e

This makes the triple cross product:

2x(uxa)=(z-a)Ju—(2-u)a

Notice that we also only need to consider the z-component, since the y-components will cancel each other when you add the forces

on both charges (due to symmetry). Therefore, the force on 1 may be written as:

02 NETE [, ol g 1 s e
E;, = = _ 2 2| — _
" e o/BI @ | VETE VBT D cavl + &) =g @y 10 - )

By symmetry Fs, is the exact same. Therefore, the self force may be written as:

2 2 2
q q q ber —d®
Fer= (2 )Eis + (=) Egp =
it (2) ! +(2) 2= Sreoc? (2 + )32

so far this treatment is exact, but we ultimately want to model the situation in the d — 0 limit so we need to Taylor expand the
above equation in orders of d. We can’t immediately Taylor expand this just yet, since ¢ also has d dependence that we need to

expand. To begin, we note that £ = x(t) — z(t,), so we first Taylor expand x(¢) around ¢t = ¢,

(t) = () + #(t)(0— 1) + (1,
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Noting that t — t, = T and &(t,-) = 0 so the second term dies, we can write £ as:
1. 2, L. 3

simultaneously, we have a relation for ¢ based on pure geometry:

s 1 /1 1, a?T?
d: (CT)2_€2: 1—W §GT2+6(LT3+... %CT—

d a® (d\°
T=-+4+—|-
c+802 (c) *

Putting this back into Eq. (32.1) we finally have £ in terms of d:
1 (d\* 1 (d\°
(=-al- —al- d*
o) 5 (2) ~ow

q2 502—ad2 N q2 14_2
8megc? (£2 + d?)3/2 — 8mepc?

reversing this equation and solving for 7T™:

Thus, we now have:

Fyor = +0 (dQ)

" 2d ' 6e

Notice that we have a term proportional to a. In some sense, this term can be regarded as an effective mass term. To see what this

means, consider Newton’s second law with F

¢ 1 n ¢?a 1
— = la+ ——=— =mpa
16meqgd 2 4meg 3c? 0

¢?a 1 n ¢ 1
—=(mg+——=]a
4meg 3¢ O 16med 2
q2

Notice how the factor of Toreod acts as "extra mass" in addition to myg, which is why it is sometimes called the effective mass term.

Looking at this term in close detail, you can see why we can regard it this way. This term denotes the potential energy between the

but we can rearrange this equation into:

two charges, and as a form of energy based on Einstein’s equation E = mc? we know that energy and mass are closely connected.

So, in light of this it does make sense that you can regard this energy as a form of extra mass.
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33.1 Self-Force

Last lecture, we left off with the equation:

¢a =<m0+ ! (Q/2)2>a (33.1)

12meqc? dmeg d

where we now have an added term on the right as an "added mass" term due to the velocity of the particle. Based on the way we’ve
structured this equation, you can regard the left hand side as the F,,4 that we’re looking for. However, you may notice that this
formula is off by a factor of 1/2, and the reason for this is so far we’ve only considered the contribution from one ¢/2 to the other

q/2 charge, but didn’t consider the self force on the ¢/2 charges themselves.
To reconcile this, suppose we have:

q q
Frad(q) = Frad, int (5) + Frad, self (5)

Now we break each of the ¢/2 charges into dumbbells with charge ¢/4, so now:

q q q
Fra (7) = Fra in (7> 2Fra se (7)
d\5 d.int { 7 + d,self |
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Here, we can drop the "self" subscript in F,4 s since the force itself is a self-force, so it’s functionally the same as F 4. Using this
fact, we move it to the left hand side. Then, if you keep iterating this process, making smaller and smaller dumbbells, you eventually
get the system:

Frad( ) 2:Fra.d (%) - Frad, int (g)
q q q
2Fra <7> 2 2 ray (7) = 2Fra in (7)
d\5 X d\3 dint {
q q q
4Fra (7> 4 2 ra (7) = Fra in (7)
d {7 X d 3 dint \

We now add all these equations up together, and we see that the left hand telescopes to F,.4(g). The right hand side, using our
partial result (Eq. (33.1)), we get:

Frad (q) =

3re 4

fioaq® 1( 11 1 )_uodq2 1 poag®

]_ — I = =
totitie T 127¢ 1—1/2  6mc

which is exactly the Abraham-Lorentz formula. This also concludes our discussion of chapter 11, and we now move on to special
relativity.

A small foreword on the special relativity section: it does not follow chapter 12 of Griffiths, but instead Chien-I’s own provided
notes. When I wrote up these notes, the content between the chapters is relatively similar, but it should be noted that there will be

differences at times (especially in the last two lectures).

33.2 Special Relativity
To begin the topic of special relativity, a good place to start are the fundamental postulates of special relativity. These are:

1. Physical laws should be the same in all inertial reference frames.

2. Motivated by Maxwell’s equations ¢ = \/}% Based on postulate 1, this implies that the speed of light is constant in all
inertial reference frames.

Before we begin our discussion of special relativity is it interesting to note that while the second postulate seems rather arbitrary, it
is in fact quite a natural thing to suppose: the constants po and €y govern the strength of electric and magnetic fields, so if we are to
believe the first postulate, then we cannot believe 1o or €y to change between reference frames — and from here the constancy of ¢
across reference frames drops out.

With these postulates established, simultaneity is now broken! Consider a situation where Alice is at rest (v = 0) and Bob is in a
rocket ship moving at constant velocity vg. As the rocket ship passes by Alice, Bob emits two EM signals, which travel in opposite

directions, as shown in the diagram below:

ik

>0

From Bob’s reference frame, because he is moving with the rocket, the two signals reach either end of the ship simultaneously.
However, in Alice’s frame, the red signal reaches the left end before the right, because the motion of the ship meant that the red
signal had less distance to cover. So, while Bob’s reference frame preserves the simultaneity of both events, that simultaneity is

broken in Alice’s reference frame, but Bob’s frame is no more "correct" than Alice’s.

33.3 Time Dilation

Now suppose we have the following diagram, where Bob has a "clock” which sends a light signal up and down:
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D

Alice

o
X

>0

Bob

If the distance between the two ends is D, then the time measured by Bob would be At = %. However, for Alice, due to the fact

that the rocket ship is moving relative to her, would see the time interval as:

o /LAt 1 D2
= =2

C C

At

Rearranging this to solve for At’, we get:

At = ;(At) = At

V1—v2/c?
This is the formula we are all familiar with to calculate time dilation. The factor v = ﬁ is a common one in relativity that
—v C

you should be familiar with. We will continue our discussion of this next time.
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34.1 Time Dilation/Proper time

Last lecture, we covered the idea of time dilation, and derived the relation At = yA¢'. In that example, we had Bob moving with
the rocket ship, where the two events, the emission of the photon and its absorption back occur at the same location in the S’ frame.
Because these two events occur at the same location in the S’ frame, the time difference measured in such a reference frame is

called the proper time, and is denoted Ar. This quantity will be important in our later discussions.

34.2 Length Contraction

Here, we touch on the topic of length contraction. Consider a situation below, where Bob is on a rocket ship and Alice is standing
by on a ledge as Bob goes past. Bob is holding a long rod, and at ¢ = 0, the front end of that rod passes by Alice. The length of the
rod, as measured by Bob, is called the proper length, denoted by L. The proper length is the length measured by an observer that is

moving with no relative motion with the object in question (i.e. Bob).

At some time At later, the back of the rod passes Alice, so for Alice she will measure the length as L = vAt. Because Alice measures
the rod at the same location, her length is denoted by the proper time, L. = vAr. For Bob, Alice moves over a distance L in a
time At’, with a speed v. Therefore, Bob writes Lo = vAt’. Because we know that At’ = yAt, then we get Lo = vyAt = yL, and
hence we get L = %, which is the standard formula for length contraction. Do note, however, that the lengths in the perpendicular

direction, are not contracted! You can see this by the fact that v = 1 in that case.

34.3 Lorentz Boost/Transformation

We now tackle the above phenomena from a theoretical perspective, by building up to Lorentz transformations. Consider two
frames S and &', where S’ travels with speed v. And, consider an event at time (¢, ) in S. We now ask the question: what is the

relation between (¢, x) and (', 2")?

S S’
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In Galilean relativity, the transformation would be:
=t o'=x—vt

because time is assumed to pass the same in different reference frames. However, as we shall see, this is not the case in relativity.
To see this more clearly, let’s consider a specific situation: at ¢ = 0, frame S’ starts moving, and simultaneously a light pulse at
(t,z) = (t',2") = (0,0) is sent out. At some time later, it travels a distance L, as measured in S’.

S & S s’

— vV — U

L(J L()

Event 1 Event 2

In the S frame, event 2 happens at a coordinate (At¢, Az). Note that this is both improper time and length, since the events are not
occurring in the same location, and S is not moving with the length Lg. In the S’ frame though, event 2 happens at the coordinates
(At', Lp). Note the proper time here because S’ moves with the length Lg. Given the formula for length contraction though, we
can go ahead and calculate what Ax should be:

Ax!

L
Aa:szt—i—L:vAt—FTO:vAt—F = Az’ = y(Az — vAt)

And we arrive at the familiar formula for a Lorentz boost in the z-direction. For the time portion, we have At' = % for Bob, and

for Alice we have:

/
At:Ax:1<vAt+LO> YN N At’:(l—B)At-v
c c ~y c ~ c
Hence, we have:
/
AtMV(Avat)7<M”At) 7<Atvm> :7<At7%Aa:)
C C C C cC C C

Here, we arrive at the formula for the Lorentz boost for time. Both of these formulas can be summarized into one transformation,
called the Lorentz Boost or Lorentz Transformation:

At = (At — S Ax)

Ax' = y(Az — vAt) _ 1
Ay = Ay T V1—02/c?
Az = Az

Note that this is only in the x-direction, but the other directions are the exact same derivation. One interesting thing about this
transformation is that the following holds true:

—(cAt)? 4 (AZ))? = —(cAt)? 4 (Ax)?

This equality really tells us something about what the Lorentz transformation does to our coordinate system. Just like how under
rotation, the Euclidean distance: (Az’)? + (Ay’)? + (Az’)? remains invariant, the above quantity is invariant under Lorentz
transformation. In this sense, we can think of (cAt)? + (Ax)? as a notion of "length", which remains invariant under the Lorentz

transformation.

There also happens to be another way to write this equality, which is to use matrix notation:

-1 cAt
1 A

(cAt Az Ay Az) 1 Ax = const.
Y

1 Az
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which can also be written more compactly as 7, (Ax)*(Az)” = const.. Our requirement that this remains invariant can then be
written as:

N (Az)* (Az)” = npe (Az)?(Ax)?

Notice that Az is the same on both sides, but the metric 1),, does not use the same indices. So how does this equation reflect

invariance? As we’ll see in the next lecture, we’ve encoded the transformation in changing 7,, — 7,0
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Recall that last time, we discussed the quantity —(cAt)? + (Az)? and its invariance. More generally, we can adapt this invariance
to include all three dimensions:

(As)? = —(cAt)* + (Az)* + (Ay)* + (A2)* = n (D) (Ax)”

and this quantity is usually called the spacetime interval. As discussed last time as well, we require that this quantity be invariant
under Lorentz boosts and also spatial rotation. Here, we develop the formal notation to discuss Lorentz transformations. We’ve
already established that it is a transformation of some kind, so it’s natural to think about a point (Az’) as being derived by
multiplying (Ax) by some matrix A:

(A7) = A (Az)”

Then, this notation implies that in the new frame, the spacetime interval is written as:

-1 cAt
1 Ax’

1 Ay

1 Az

(et A2 Ay AY) = (A2 Tn(AZ') = (Az)” (AT)2n AR (Az)”

Aside 35.1

Notice that (Az’) T should be written as a dual vector, but we still write it using an upper index (Az’) " = (Az)?(AT)2.
The reason for this is because we want to treat the vector and dual vector on "equal footing", and treat the metric as the
object such that when we combine the vector and dual together we get a scalar. We will explore this more in depth at a later

lecture, so keep this in the back of your mind for now.

The statement of invariance means we want this to equal (Ax)?7,,(Az)”, so we have the equality:
(Az)7(AT)ompuAl(A)” = (Az) 10, (Az)”

If we want these two quantities to be the same, then we should require that the Lorentz transformation does not change the metric.
We can see this as AT 7A is the "new" metric on the left, which we require it equal to the one on the right. So, this means we should
have the equality:

ATpA =1
or in index notation,
(AT)o 10 AL = 116,
Because (AT)2 = A? (by virtue of transpose) then this equation becomes:

npuAgAﬁ = TNov

With this conclusion, we can say that the Lorentz transformation A% is one that both preserves the metric above, and also preserves

the handedness (i.e. we want transformations that preserve © — z and not x — —x). In terms of the actual form for A, there are six
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of them:

cosh¢ —sinh¢p 0 0 coshg 0 —sinh¢ 0 coshg 0 0 —sinho
A~ —sinh¢ cosh¢g 0 0 0 1 0 0 0 1 0 0
0 0 1 0|’ —sinh¢ 0 cosh¢ O]’ 0 0 1 0
0 0 0 1 0 0 0 1 —sinh¢ 0 0 cosh¢
cos sinf 0 O cosf 0 sinf O cosf 0 0 siné
Aol sinf cosf 0 O 0 1 0 0 0 1 0 0
0 0 1 0| |[-sin® 0 cosd 0]’ 0 01 0
0 0 0 1 0 0 0 1 —sinfd 0 0 cosf

The top row are Lorentz boosts in the z, y, z directions respectively, and the bottom row are rotations about the z axis, = axis
and y axes, respectively. As for the Lorentz boosts, it’s easy to check that (As’)? = (As)? easily. Firstly, let’s write out what the
transformed vector looks like:

cAt cosh¢ —sinho cAt
Ax’ |- sinh¢ cosh¢ Az (35.1)
Ay 1 Ay
A7 1 Az

So (As’)? is written as:
—(cAt')? + (Az')? = — cosh? ¢(cAt)? — sinh? ¢(Az)? + 2 cosh ¢(cAt) sinh p(Az) + sinh? p(cAt)?
+ cosh? ¢ — 2 cosh ¢ sinh d(cAt)(Ax)
= [cosh® ¢ — sinh® ¢](cAt)? + [cosh® ¢ — sinh® ¢](Axz)?

Then using the identity that cosh? ¢) — sinh? ¢ = 1, then (As’)? = (As)?, as required. There is also a physical meaning to this

parameter ¢ that we’ve seemingly mysteriously introduced, which we can see from the physical interpretation of a Lorentz boost:

cAY 7 (cAt — 2Axz)
Az’ | | v (=% (cAt) + Az)
Ay | Ay

A2 Az

so comparing this with Eq. (35.1), we see that:
coshp =~ sinh¢ = i
c

this implies tanh ¢ = ny/c = v/c, 50 ¢ = tanh ™' (v/c).

35.1 4-Vectors

So far in our discussion, the only 4-vector that we’ve encountered is this quantity (Ax)* that we’ve been talking about. More
generally however, a 4-vector is defined as any vector that transforms in the same way as (Ax)* under a Lorentz transformation.
That is:

VH — V'F = ALV

Not all V' are valid 4-vectors! Take the following non-example: define u* as follows:

da* c
Y —
= dt (u)
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where u! = % Then, under a Lorentz boost in the x-direction, we have:

C
Uy —
d(ct’) c 1— VUg
ddt, ~y(dx—wv dt) c2
x — 7
| aw | (di—5do) |
uT = dy’ = dy - Uy
de’ y(dt— 25 dx) T ougN
e S — T\1-—%
dt’ v(dt— 5 dw) c
Uy
Vg
(=)
c2
The z-component transforms as:
Uy — VU
Uy — 1— VUgy
2

is the familiar formula for velocity addition in lower division classes. Notice that a transformation like this is non-linear (this should

be obvious), and hence it doesn’t transform like (Ax)* so it is not a valid 4-vector.

As with all vectors, we can define an "inner product” with these vectors, which we define as 7, V*W". This inner product is

particularly convenient because it’s Lorentz invariant:
N VW' =, (ASVP) (AW = 0 ABALVIW = 1, VI

The invariance is nice because it means that regardless of how you Lorentz boost, this is a quantity you can calculate which is the
same in all reference frames. For a particular 4-vector, we define it as space-like, time-like, or light-like based on its inner product
with itself:
<0 time-like
V2=, V"V ={ =0 light-like
>0 space-like

Finally, one last thing which we will take up next lecture: for V# = (Azx)", we are constrained by the spacetime interval:
—(cAt)? + (Ax)? = const., this traces out the shape of a hyperbola! So when we perform a Lorentz transformation, what we

essentially do is move the vector (Az)* along its defined hyperbola, like in the diagram below:
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Last time, we concluded our discussion of 4-vectors by visually seeing how they transform under a Lorentz transformation. Just

like how rotational invariance requires that our vector traces out a circle, the invariance of the spacetime interval requires that

64



our vector travels along a hyperbola. When boosting in multiple dimensions, we move along a hyperboloid — a surface created by
rotating about the ct axis. For time-like events, there is also a corresponding hyperbola:

Here, you can see that the hyperboloid is connected, so events can be Lorentz transformed into the past. This implies that for
space-like events, there is no well defined causal structure. On the other hand, time-like events lie on a hyperboloid that is divided,

so we do have a causal structure for time-like events.

The transformations described up until now are denoted as active transformations. They are transformations that move the vector
itself, while keeping the coordinate system fixed. On the contrary, we can also imagine a passive picture, where we alter the

coordinate system instead of the vector itself. To do this, we look back at the Lorentz transformation equations:
/ v /!
t :’y(t—fx) ' =y(x — vt)
c

Now, the z-axis corresponds to ¢t = 0, so we have ' = vyx. Likewise, the y-axis corresponds to & = 0 so ' = «t. Therefore, our
new axes transform to yx and ~yt:

ct r=ct
A 7/
A 7/
N .
AY 7/
N .
AY 7
AY 7/
N .
A 7/
A e
N ,
AY 7/
N ’
A 7/
AY e
N .
A 7/
N .
A 7
7N x
7/ A
. N
, N
7/ AY
’ N
7/ A
7/ AY
. N
7/ AY
y N
7/ A
7/ A
. N
7/ A
. N
7/ AY
7/ AY
. N
7/ A

The angle ¢ between the original and the altered axis is the same ¢ we encountered earlier: ¢ = tan~'(v/c). In the passive
picture, the event doesn’t shift, but our axes and coordinate system shifts to compensate. Just like the active frame though, this
transformation allows for the breaking of simultaneity, which you can show by tracing the grid line to the axis and figure out when

that event occurs in the boosted frame.

36.1 Dual Vectors

Now, we come to the formal discussion of dual vectors. Remember from earlier, we denoted the spacetime interval as ds? = Nty

where 7 is called the metric. Then, when we introduced 4-vectors, we introduced an inner product on them, defining it as 7, V*W".
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One way to think about this inner product is as presented, where we slap an 7, wherever we need it. Another way we think about
it is through the context of dual vectors, by reading the notation as (UWV“)W”. Here, 1, V* is now a new object which we will

call a dual vector, which we will define as V,, = 7, V*.
Now, notice what happens when we transform a vector into a dual vector. Suppose we start with the standard vector V# =
(VO vt o v2 V3>, and we now consider its dual:

Vi= V" = (m0V* n V" m V7 g V) = (<v0 Vv Ve

So compared to V#, the dual V,, has its time direction reversed. This has implications for how the dual vector transforms, since we
ultimately still want the dot product to be invariant. To see how the dual transforms, we will have to set up some machinery first.

Define the inverse matrix n/” such that ""n,, = 4. Ironically enough, the explicit form of """ actually looks the same as 7),,,:

-1

but it should be understood as a different object entirely.

Aside 36.1

Now that we’re dealing with upper and lower indices, now’s a good time to talk about why we never really cared about the

ordering of the indices when taking a dot product. It’s because they are in fact equal:

M VEW? = V,W" =V, (n,,W,) = V°W,

Now, recall that A satisfies 7, A Ay = 7,,. Now, we multiply on the right by (A71)S, and simplify it:

[ed

N ApAG (A1) = npo (A7)
NN OX = Tpo (A_l)
Nua\y = Tpo (Ail)

> Q> Q> Q9

Now, we define Ay, = U/tAAff’ which gives us the relation:

Ay, = (A7) (36.1)

PA

This equation can roughly be interpreted as saying that the inverse of A is its transpose. Now with A~ introduced, how does V,

transform under a Lorentz transformation?
Vi =0 V" = nuA VP
=A,, V7
= ( A—l) Ve
pv
= (A7)
So in contrast with V'#, the dual V), uses the inverse A~ to transform. This way, the dot product:
. A
VIW, = VW, = (M) (A7) W)
1WA
— (AT ABVeW,
= 5, VIW)
=V W,

Hence the invariance of the dot product is preserved.
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37.1 4-Velocity

Earlier, we saw that & = ddit“ is not a valid 4-vector, as it does not transform like z* under Lorentz transforms. A better alternative

is to use the proper time instead: u* = %. This is guaranteed to be a valid 4-vector, since the numerator is a 4-vector and the

proper time is Lorentz invariant. Thus, U* transforms as U#* — AZVY.

" cg—; _ ey _ (e
) \ee) "

Now here’s the trick with 4-velocity: if we move together with the particle, then our relative speed with it will be zero, so the

“(

Now, if we take the dot product U*U,, = 1, U*U" = nooU°U° = —c?. But using the property that the dot product is Lorentz

In component form, u can be written as:

4-velocity vector is:

invariant, it means that the inner product U#U,, = —c? in all frames, even when the velocity vector is not zero! This gives us an
important rule to remember when calculating dot products: we want to always choose a frame in which it is easiest to calculate dot

products, and leverage Lorentz invariance.

37.2 4-Momentum

With the 4-velocity defined, it is then natural to define also the 4-momentum: P* = mU*. This is particularly a natural form to
choose since it is a natural extension of our classical momentum p = muv. Like 4-velocity, we need to ensure that momentum is
conserved, so we want the 4-momentum to also behave as a 4-vector - this is easy to guarantee since we’ve already established U*

as a 4-vector.

The fact that P* transforms linearly under Lorentz transformations actually guarantees conservation of momentum! To see this,

consider a collision between two particles, that generates two other ones:

Suppose in the S frame, the 4-momentum P{L + PQ” = Pé‘ + Pf . Then, in the &’ frame, we have:

2

so the momentum is automatically conserved! The explicit form of P* is more or less the same as U*:

) ()
mU* ymv o)

Here, we define E = ymc? to be the relativistic energy and p = ymu to be the relativistic momentum. Notice how naturally
these formulas come out simply from our constraint that we want our vectors to transform linearly under the Lorentz transform;
hopefully this gives more insight into how these formulas came to be, and that they’re not as contrived as they appear to be in your

introductory classes.

Now’s also a good place to note that when v < ¢, the classical formulas come out. When v < ¢, then v ~ 1, so p = mv. Likewise,

if we Taylor expand F:

67



the first term represents the rest mass energy and is the formula E = mc?, and the second term is exactly the kinetic energy term

we’re all familiar with.
We can also write the speed of a particle in terms of E and p:

pc  ymuve v _ pe
E  yme?2 ¢ E

Another thing: if we take p,p*:
pup" = Nup"p” = =5 + |p|*
On the other hand, we know that since p* = mU*, then the inner product is also equal to:
pup” = mU,(mU") = m*U,U" = —m?c?

So we can combine these two equations together:

E2
—— +Ipf = -m’¢ = B =|pfc’ +m’! (37.1)
C

this should also be a familiar equation. One property about this equation is that because it is a result of equating two dot products,

this identity is Lorentz invariant, and holds true for any object in any frame.

So far, the above equations for particles with mass, but without mass, what happens? Well, Eq. (37.1) tells us that when m = 0, then
E=Ip

¢, so its velocity:

pc?
v=—=c¢
pC

so massless particles travel at the speed of light!

37.3 4-Forces

With 4-momentum established, it is now natural for us to go even further, and generalize forces into a 4-vector. We call this f#,

which we will define as: y
o9t
dr

again, as a classical generalization of Newton’s second law F' = %. In component form:

dph 1dE 1dt dE vdE
p — cddT — | c d'rddt — c Cgit
p dt dp p
dr ar dr dr Var
If there is no 4-force acting on our particle, then we expect that % = 0, which is the equation of motion of a free particle.

37.4 Action of Free Relativistic Particles

According to the stationary action principle, the evolution of any physical system should be one such that the action is stationary.
That is, we require 6.5 = 0. Note that we only require the derivative to be zero, not that it is minimized or maximized.® According

to special relativity, because physics should behave the same in all inertial frames, then the action should also be Lorentz invariant.

When a particle travels through space, the path it traces out is called its worldline. Because it describes how the particle moves, a

natural candidate for the action would be the spacetime interval of its worldline:

Sparticle = —mc/dS

here we have a prefactor of mc for historical reasons, we don’t need to care about these prefactors very much. If we now parametrize

our action by ), then the action may be written as:

dx# dxv

Sparticle = 7mC/ npyﬁﬁ d\

8The Lagrangian is always convex, so we can always guarantee minima or maxima, there won’t be any "saddle points".
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Then, when we vary the action using z#(\) — z* + dx*, then we have:

dxr dz°

e X "dx

da* dz” )
/ O\ M ax "ax )
24/ "o %1; ddxo

dz* d(éi(‘

174
ffmc/ TN gy Tax
dxr dxz°
\/ Moo "ax d

Now we do integration by parts, which means we slap a differential around everything but the

S = —mec

d(ér

term, giving us:

dz*

d Muv “Ix v
0S = mc/d)\ — i ox
po "dx “dh

If we then require that 65 = 0 for any dx", then the requirement is that everything else must equal to zero:

n dz*
14
—me | —22D | =
dzr dx°
“MNpo"ax “ax

This equation may look ugly at first, but it is only written as such because we haven’t specified how we want to parametrize the

worldline. If we choose a simple parametrization like the proper time (i.e. A\ = 7), then we get:

d , 4zt dp, d
—m( M ar )z_mp:0:>pﬂ:0

dr \ /=, UrPU° dr dr

so what comes out is a very natural equation: the statement that the net force on a free particle is zero.

38 May 2

38.1 Natural Units

In this lecture, we should mention that from here on out we will be using natural units, where ¢ = h = 1. This is so that we don’t
have to carry the constants everywhere we go, and it also has some beneifts in the way of dimensional analysis. In particular, since

¢ = 1, then the dimension for length is the same as time:

which is particularly natural especially in relativity since length and time can be interchanged with each other. Setting » = 1, which

usually carries the units of [F][T], means that we now regard energy and time as inverses:

From E = mc?, because ¢ = 1, then this implies that [E] = [M] and combining this with the previous relations we get the big

chain:

38.2 Action of a Free scalar field
Consider a scalar field ¢ = ¢(x) = ¢(t, x). Our goal is to find an action that satisfies the three criteria:

1. Quadratic in ¢. We want this because we want the equations of motion to be linear in ¢, and hence we want the action to be

quadratic in ¢.
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2. Lorentz invariant. We want this because the action gives us the equations of motion, through the stationary action principle,
and obviously we want them to be the same in all inertial frames.

3. Involve 0,,¢. We want this because we want a time evolution gb term. We don’t want to just use 0;¢ since in relativity time

and space are interchangeable, so we use the general derivative J,,¢ instead.

It turns out, the action that satisfies these three is:
1 v
§=—3 / d*z [ 0,40, ¢ + m*¢?]

In natural units, S should be dimensionless, and you can check that the right hand side has units of [E][T] so the equation is correct.
Now, just like any other action, we first vary the field by introducing ¢(z) — ¢(z) + d¢(z):

1 1
58 = -5 / d*z § [ 0,¢0,¢ +m?¢?] = -5 / d*z 20" 0,0 6(0,0) + 2m*¢ 5]
Now, in the first term the variation of the derivative, §(9,¢) can be written as:

5(au¢) = au(¢ + 5¢) - au¢ = au(&vb)

So we can write the entire integral as:

- / a1z [0, (7 0,00,8) — O (1 0,0) 66 + m?6 5¢]

Now we will take integration by parts. We will assume that we only vary the field locally, so at the extremes ¢ = 0, allowing us to

drop the boundary term. So, this gives us:
/ d'z [0"0,0,0 — m*¢] 5¢

If we require 6.5 = 0 for any variation in the field, then the term in square brackets must be zero. Removing the index notation, the
equation reads:

(=07 + V2 —=m?)p =0

This is known as the Klein-Gordon Equation. Notice that it looks like a wave equation, except it has a mass term. The other thing
of note is that this equation is linear in ¢, which explains why we wanted our action that is quadratic in ¢ from earlier. If we had
more higher order terms in the action, then they’d contribute to the right hand side effectively acting as source terms just like how

they appeared in the wave equations for the fields V and A.

For equations of motion without a source, then our solutions are plane waves:
¢ = Aet(Et=px) _ po—ir"pyu
Substituting this back into the equation, we get:
(E2 _ ‘p‘2 _ mQ)Aei(Et—px) -0 — E?_ ‘p‘Q —m?2=0

This is exactly the relativistic equation for energy: E? = p?c? + m?2c?.

38.3 Action of Massless 4-Vector Fields

The above section takes care of scalar fields, but as we’ve studied in electromagnetism, the electric and magnetic fields are vector
fields, so this section will be dedicated to writing its action and the resulting equations of motion. As we will see, Maxwell’s

equations will come right out at the end.

We will consider a "free" field at first, then add source terms later. Because we are working in a relativistic context, we should use

the 4-vector field A* instead of the standard 3-vector. This allows us to impose the following conditions:

1. Quadratic in A, because we want an equation of motion that is linear in A,,.
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2. Lorentz invariance. We want Lorentz invariance here for the same reason as the scalar field.
3. Need to involve 0, A,, just like we involved 0,,¢ from before.

4. The action should be massless. We want this in particular because we want to match electromagnetism, which has no mass

terms. As such, we will drop the %m2A"A# term from the action.

So what kind of action can we write? If we want Lorentz invariance, that also satisfies the third condition, then one thing we can do

is write something like:

(05 A5) (0, AL)

but we can’t just leave it as is, since the action must be dimensionless. So, we need to find a way to contract these indices, of which

there are two ways:
1. (0" AY)(0,A.)
2. (0,A")(0,A)
Note there is a third way A*(9%4,,), but if we expand this out:

AM(DPA,) = AM(0"0,A,) = 0" (A", A,) — (0 A")(D,A,,)

We’ve now written this in the form of a total derivative term and the same equation as in method 1. Because we eventually get rid
of total derivative terms anyways, this way of contracting ends up being the same as the first, so there are really only two unique

ways to contract these indices. Our action can now be written as a combination of the two ways:

§=-2 / d' [a (9, A,) (9" A”) + b (9,A") (8,A")]

Now, we vary the action:

58 = —% / A [a(D, A, )5(0" A¥) + b(D, AP)5(9, AV)]
Now we do integration by parts and remove the total derivative:
08 = /d4x [a0* (0, AL)0A” + b0, (0, A*)0AY]
= /d4x [@0"0, A, + b0, (0,A")] 6 AY

Now, requiring that §5 = 0 for any 6 A” means we get:

"0, A, + b0, (0,A") =0
The free equation of motion is then (we raised the free index v here, it does nothing except makes the equation a bit nicer to look at):

ad*0,A” + b0 (0,A*) =0

So this is the free equation. Now, we want to add the effect of sources, which we will do by adding them to the right side of this

equation. Because the left hand side is a 4-vector, then the thing we add on the right must also be a 4-vector:
a0d" 9, A + bo" (0, AM) = J¥ (38.1)
Adding J" here is analogous to what we had with the Lorentz gauge back in chapter 10:

07 =V*Ho=p
(0F —VHA =T

where terms like the charge and current density can be regarded as "sources". We will also require J* to be conserved, such that:

0,J" =0
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One way to argue that we need this constraint is to think about charges and currents: we want these quantities to be conserves,
so its generalized version J” should also be conserved. The above equation for conservation also has a nice meaning if we allow

JY = (p,J) when we expand out the summation notation:

this is the standard continuity equation! Hopefully this small demonstration shows why we need this constraint, and that it is

indeed a well-motivated result. Now, for consistency, if we take 9, of both sides of Eq. (38.1):
0y (a0"0,A” + 00" (0,A*)) =0, J" =0

So this gives us the relation:
ad?(0,A”) + bd*(0,A") =0

both terms here 9, A and 0, A* are of the same form, so the only combination of a, b that makes this zero is a = —b. By convention,

we will let a = 1 and b = —1. So in summary, the action with the conserved current reads:
1
S = —3 /d4 (0pALO"AY — (0, A)(0,A")) + /d4x A, JH
Now, we define F},, = 0, A, — 0, A,,. Then, F*YF,,, gives:

F"F,, = (0,4, — 0,A,) (0"A” — 0" A*)
= 2(0,A,) (0" AY) — 2(,A,,) (9" A
= 2(0,4,)(0"A”) — 2(0"A,)(D,A")

This is exactly twice the first integral, so we can rewrite the action as:
s=-X[aur, pm dtz A, J*
7 Tl + T Ay

Now, forcing 65 = 0 eventually gets us:’
O FH = J+ (38.2)

In addition, because of the antisymmetry of F'** (which you can see from its definition), we have the relation:
a)\F;u/ + al/F)\y, + ay,FV)\ =0 (383)

As it turns out, Egs. (38.2) and (38.3) are exactly Maxwell’s equations in index notation! In particular, Eq. (38.2) gives Gauss’s and the
Ampere-Maxwell law, since these two equations deal with source terms. The other two are given by Eq. (38.3). To see this worked
out explicitly, let A* = (V, A) and A, = (—V, A), then from Eq. (38.2) we have:

FOi = 60AZ - (%Ao == 8“41 - (“)ZV == 8“41 - VV = Ez (384)
Fij = 81143 — @Al = EijkBk (385)

So, putting Eq. (38.4) into Eq. (38.2) gives us:
DF® +0,F" =p = 0,E; =V -E=p
Working this out with the other indices gives you Ampere-Maxwell too. For Eq. (38.3), if you let Aur = 0¢j and iterate, then you get:
OoFij + 0 Fo; + 0:Fyo
Then, using Eqgs. (38.4) and (38.5), then this becomes:

—0 (EijkBk) + (%El — BZE] =0

we skipped the algebra in class in the interest of time.
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Contracting with eijmeij &, then this becomes:
—20,B™ — 7™ (8, E; — 0, ;)
Finally, 0; F; — 0; E; = 20, E;, so we indeed get Faraday’s law:
VxE=-0,B

likewise, V - B = 0 follows as well from the other indices. And that concludes our derivation of Maxwell’s equations! It’s nice that
we’ve essentially come full circle from the beginning: we started with Maxwell’s equations, and finished by deriving them. What is
truly remarkable is that these equations naturally fall out as a result of our two constraints on the action and the current, where
neither of them directly reference the equations at all — they are simply a product of these two constraints. If that’s not beautiful, I

don’t know what is.
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